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Above: The Torii Gate of the Itsukushima

Shrine—courtesy of Phillip Pham
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INSTITUTIONS AND
CONTACTS
PRAGMA is an institution-based organization governed by a Steering Committee that invites new members, determines
locations of workshops, and sets overall direction. This year, three new members joined PRAGMA: Advanced Science and
Technology Institute (ASTI), Republic of the Philippines, Ho Chi Minh City University of Technology (HCMUT), and
High Performance Computing Center (HPCC) of Hanoi University of Technology (HUT). More information about the
Steering Committee members (denoted here with an asterisk*) may be found at www.pragma-grid.net/about/committee.

ACADEMIA SINICA GRID COMPUTING

CENTRE (ASGCC): Simon Lin,
sclin@gate.sinica.edu.tw; Eric Yen,
eric@sinica.edu.tw

ADVANCED SCIENCE AND TECHNOL-

OGY INSTITUTE (ASTI): Denis Villorente,
denis@asti.dost.gov.ph; Grace Dy Jongco,
gracedj@asti.dost.gov.ph

ASIA-PACIFIC ADVANCED NETWORK

(APAN): Seishi Ninomiya, snino@affrc.go.jp;
Kento Aida, aida@nii.ac.jp

BeSTGRID NEW ZEALAND (BeSTGRID):

Nick Jones, n.jones@auckland.ac.nz; Chris
Messom, C.H.Messom@massey.ac.nz 

CENTER FOR COMPUTATIONAL SCI-

ENCES (CSS), UNIVERSITY OF TSUKUBA:

Osamu Tatebe, tatebe@cs.tsukuba.ac.jp;
Taisuke Boku, taisuke@cs.tsukuba.ac.jp; Mit-
suhisa Sato, msato@cs.tsukuba.ac.jp

CENTRO DE INVESTIGACIÓN CIENTÍ-

FICA Y DE EDUCACIÓN SUPERIOR DE

ENSENADA (CICESE): Salvador Castañeda,
salvador@cicese.mx

COLLEGE OF COMPUTER SCIENCE

AND TECHNOLOGY (CCST), JILIN UNI-

VERSITY (JLU): Xiaohui Wei,
weixh@jlu.edu.cn

COMPUTER NETWORK INFORMATION

CENTER (CNIC), CHINESE ACADEMY

OF SCIENCES (CAS): Baoping Yan*,
ybp@cnic.ac.cn; Kai Nan*, nankai@cnic.ac.cn

COMPUTATIONAL SCIENCE AND ENGI-

NEERING ONLINE (CSE-Online): Thanh
Truong, Thanh.Truong@utah.edu

CRAY INC.: Richard Russell, russell@cray.com

CYBERMEDIA CENTER (CMC) AND RE-

SEARCH CENTER FOR ULTRA-HIGH

VOLTAGE ELECTRON MICROSCOPY,

OSAKA UNIVERSITY: Shinji Shimojo*, shi-
mojo@cmc.osaka-u.ac.jp; Susumu Date*,
date@ais.cmc.osaka-u.ac.jp

GLOBAL SCIENTIFIC INFORMATION

AND COMPUTING CENTER (GSIC),

TOKYO INSTITUTE OF TECHNOLOGY

(Titech): Satoshi Matsuoka*,
matsu@is.titech.ac.jp; Hidemoto Nakada, hide-
nakada@aist.go.jp
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HIGH PERFORMANCE COMPUTING

CENTER (HPCC) OF HANOI UNIVER-

SITY OF TECHNOLOGY (HUT): Thanh-
Thuy Nguyen, thuynt-fit@mail.hut.edu.vn;
Huu-Duc Nguyen, ducnh-
fit@mail.hut.edu.vn

HO CHI MINH CITY UNIVERSITY OF

TECHNOLOGY (HCMUT): Tuan-Anh
Nguyen, tuananh.nguyen@hcmut.edu.vn;
Thanh-Son Nguyen, sonsys@hcmut.edu.vn;
Tran Vu Pham, t.v.pham@cse.hcmut.edu.vn

INSTITUTE OF HIGH PERFORMANCE

COMPUTING (IHPC): Terence Hung, ter-
ence@ihpc.a-star.edu.sg

INSTITUTE OF INFORMATION TECH-

NOLOGY-VIETNAM (IOIT-VN): Vu Duc
Thi, vdthi@ioit.ac.vn; Thai Quang Vinh,
qvthai@ioit.ac.vn

KASETSART UNIVERSITY (KU): Surasak
Sanguanpong, Surasak.S@ku.ac.th; Putchong
Uthayopas, pu@ku.ac.th

KONKUK UNIVERSITY (Konkuk): Karpjoo
Jeong, jeongk@konkuk.ac.kr

KOREA BASIC SCIENCE INSTITUTE

(KBSI): Kyung-Man You, kmyou@kbsi.re.kr;
Hee-Seok Kweon, hskweon@kbsi.re.kr

KOREA INSTITUTE OF SCIENCE AND

TECHNOLOGY INFORMATION (KISTI):

Kum Won Cho*, kw@kisti.re.kr

MALAYSIAN INSTITUTE OF MICRO-

ELECTRONIC SYSTEMS (MIMOS): Thillai
Raj T. Ramanathan, Luke Jing Yuan, jy-
luke@mimos.my; Irdawati Ab Rahman, ir-
dawati@mimos.my

MONASH UNIVERSITY (Monash): David
Abramson*, david.abramson@
infotech.monash.edu.au 

NATIONAL AGRICULTURAL RESEARCH

CENTER (NARC): Seishi Ninomiya,
snino@affrc.go.jp; Masayuki Hirafuji, hira-
fuji@affrc.go.jp

NATIONAL CENTER FOR HIGH-PER-

FORMANCE COMPUTING (NCHC), NA-

TIONAL APPLIED RESEARCH

LABORATORIES: Whey-Fone Tsai*,
c00wft00@nchc.org.tw; Fang-Pang Lin*,
fplin@nchc.org.tw

NATIONAL CENTER FOR SUPERCOM-

PUTING APPLICATIONS (NCSA), UNI-

VERSITY OF ILLINOIS AT

URBANA-CHAMPAIGN (UIUC): Radha
Nandkumar*, radha@ncsa.uiuc.edu; Danny
Powell, danny@ncsa.uiuc.edu

   NATIONAL ELECTRONICS AND COM-

PUTER TECHNOLOGY CENTER

(NECTEC): Sornthep Vannarat,
sornthep.vannarat@nectec.or.th; Supakit Pruek-
saaroon, supakit.prueksaaroon@nectec.or.th

NATIONAL GRID OFFICE (NGO): Hing
Yan Lee, hingyan@ngp.org.sg

NATIONAL INSTITUTE OF ADVANCED

INDUSTRIAL SCIENCE AND TECHNOL-

OGY (AIST): Satoshi Sekiguchi*,
s.sekiguchi@aist.go.jp; Yoshio Tanaka*,
yoshio.tanaka@aist.go.jp

PACIFIC NORTHWEST GIGAPOP

(PNWGP): Jacqueline Brown, 
jbrown@pnw-gigapop.net

STAR TAP/STARLIGHT AND TRANS-

LIGHT/STARLIGHT INITIATIVES: Maxine
Brown, maxine@uic.edu; Tom DeFanti,
tom@uic.edu

THAI NATIONAL GRID CENTER (TNGC

OR ThaiGrid): Putchong Uthayopas*,
putchong_ut@thaigrid.or.th; Somsak Sripray-
oonsakul, somsak_sr@thaigrid.or.th; Sugree
Phattanapherom, sugree_ph@thaigrid.or.th

TransPAC2, INDIANA UNIVERSITY: James
Williams*, william@indiana.edu; John Hicks,
jhicks@iupui.edu

UNIVERSITI SAINS MALAYSIA (USM):

Habibah A. Wahab*, habibahw@usm.my

UNIVERSITY OF CALIFORNIA, SAN

DIEGO (UCSD): including the California
Institute for Telecommunications and In-
formation Technology (Calit2), San Diego
Supercomputer Center (SDSC), Center for
Research in Biological Systems (CRBS), Na-
tional Center for Microscopy and Imaging
Research (NCMIR), National Biomedical
Computation Resource; Peter Arzberger*,
parzberg@ucsd.edu; Philip Papadopoulos*,
phil@sdsc.edu; Mason Katz, mjk@sdsc.edu;
Teri Simas, simast@sdsc.edu

UNIVERSITY OF HYDERABAD (UoH):

Arun Agarwal*, aruncs@uohyd.ernet.in

Above: Outsite Olympic Park—courtesy of Kevin Wu

Left: Dotomburi Street city lights—courtesy of Phillip Pham

Visit www.pragma-grid.net/about/institutions for more information about PRAGMA Members.
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Established in 2002, PRAGMA is an open organization which focuses on practical solutions to create, sup-
port, and sustain international science and technology collaborations via multidisciplinary teams of re-
searchers who develop or apply grid technologies to advance science. PRAGMA plays a critical role as an
international conduit for professional interactions, ideas, information, and grid technology. Our multifac-
eted framework for collaboration catalyzes and enables new activities through a culture of openness and shar-
ing. As documented in this report, our pragmatic approach has led to new scientific insights, enhanced
technology, a fundamental sharing of experiences manifest in using the grid, and the training of the next
generation of researchers.

Our approach has been to create teams of application and middleware researchers focused on a specific re-
search challenge that requires integration of application and grid technologies. As the projects progress,
they migrate to our routine-use grid and are evaluated to discover how the applications and middleware
work on the PRAGMA Grid. These experiments lead to scientific insight and improved middleware.
Successful solutions are then integrated into country-specific software stacks, Open Grid Forum (OGF)
standards, or other wide-dissemination vehicles, so others may benefit. Our workshops provide a twice
yearly venue to report on progress and to involve new collaborators in our activities. Additional outreach
efforts bring our lessons learned to others, and ultimately, help build the community.  

This year we have seen continued progress both through further development of grid technologies via
applications and through ongoing enhancement to our sustainable collaborative framework. In partic-
ular, we have seen: the use of technologies to identify new possible drug targets for Avian Flu; the in-
troduction and coupling of two technologies to assist researchers studying coral reefs; the advancement
of grid interoperability between PRAGMA and the Open Science Grid to run a science application to
determine protein structure from crystallographic images; integration of technologies between the Thailand
SCMSWeb and the NSF-funded Condor project to utilize the information collected by the grid monitoring
system - SCMSWeb, to enable Condor-G to provide more intelligent Grid-level scheduling services; and the
establishment of an approved certificate authority (CA) and implementation of a virtual organization mem-
bership service (VOMS), developed by BeSTGrid with UCSD, for the use in the PRAGMA Grid to facilitate
user access setup. 

Critical to our sustainable collaborative framework has been our focus on developing human capital. This year
we held two PRAGMA Institutes, one in Taiwan in December 2007 and the other in Malaysia in October 2008.
The Institute provides a forum for training researchers on key technologies developed by PRAGMA. The
PRAGMA Institute in Taiwan led to the addition of three new institutional members: Advanced Science and
Technology Institute, Republic of the Philippines, Ho Chi Minh City University of Technology (HCMUT),
and High Performance Computing Center (HPCC) of Hanoi University of Technology (HUT). In addition, the
Institute of Information Technology—Vietnam (IOIT-VN) became a fourth new member this year.

The success of the PRIME and PRIUS programs has led to the launching of the Monash University Research Pro-
grams Abroad (MURPA) and the expansion of the PRIME program to three new sites: Universiti Sains Malaysia,
University of Auckland and the University of Waikato.  In addition, several of the PRIME/PRIUS students have
published the results of their research.

We are pleased to note that Professor Habibah Wahab has accepted a one year term as the Deputy Chair of
PRAGMA. Her interests are to continue to grow PRAGMA’s involvement in building the community via ed-

OVERVIEW

1A. Bement 2007, Cyberinfrastructure Vision for the 21st Century Discovery. NSF Cyberinfrastructure Council, March 2007)
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PRAGMA GRID TECHNOLOGIES AND APPLICATION

ADVANCEMENTS

• Identified new possible drug targets for Avian Flu (See PRIME, PRIUS,
MURPA section)

• Assist researchers studying coral reefs through coupling technology.

• Advanced protein structure determination via PRAGMA and OSG in-
teroperability 

• Provide more intelligent Grid-level scheduling services via Condor SC-
SMWeb integration

• Facilitate user access setup by implementation of VOMS

• Established approved certificate authority for community

PRAGMA BUILDING THE FRAMEWORK AND THE COMMUNITY

• PRAGMA Grid grown to 28 clusters at 26 institutions in 17 countries
and regions, with increases in  CPUs, memory, and online storage.

• The PRAGMA Institute in Taiwan in December 2007 grows the com-
munity and new members: ASTI, HCMUT, NPCC/HUT 

PRIME, PRIUS, MURPA: RESEARCH AND CULTURAL EXPERIENCE

FOR TOMORROWS’ LEADERS

• PRIME expands program to Malaysia and New Zealand, and in 2009 to
India

• MURPA launched—lectures and first students to UCSD in January 2009

• PRIUS holds meeting to coordinate research projects abroad

ucation, even at levels in primary and secondary education. We want to thank Dr. Piyawut
“Joe” Srichaikul of NECTEC for serving a year and a half in this position and helping to
grow the GEO Working Group effort.

What are the future directions of PRAGMA? First, we will continue to experiment with
new technologies. At our recent meeting there was a great deal of information exchanged
about how groups around the Pacific Rim are testing and implementing approaches to vir-
tualization of resources. This is one of the values of PRAGMA, where we can be a key con-
duit of ideas and technologies among the participants and their constituencies. Second, we
will work with social and organizational scientists to better understand how to improve
our interactions to change the conduct of science through virtual organizations that tran-
scend geographic and institutional boundaries1. Finally, we will continue to expand our im-
pact with the results of our working groups and by explicit activities to engage the
community. In particular, we will seek to broaden programs like PRIME, PRIUS and
MURPA to increase the number of participants and to expand to other sites (e.g., PRIME
will expand to the University of Hyderabad in summer 2009). Students who participate in
these programs will become the leaders of the future. 

Above: Kyoto’s Golden Temple—courtesy of

Peter Arzberger. Left Below: Luging in Ro-

tura—courtesy of Sara Richardson. Right

Below: Dragon—courtesy of Rob Reed.



PACIFIC RIM APPLICATIONS AND GRID MIDDLEWARE ASSEMBLY

8

STREAMING 
UNDERWATER VIDEO
CAMERAS TO 
OptIPortals
The ability of coral reef ecologists to see
and sense, real time, from their desks, the
biological activity in and around one or
several coral reefs, will transform how
they conduct their science. To realize
this vision, we developed a system that
integrates sensors (including underwa-
ter video cameras) with computing and
storage grids to create a complete fabric
for conducting e-Science. The output of
multiple cameras on the grid is viewed
in high-resolution on OptIPortals. The
system is designed for a broad range of
users including marine research scientists in

Taiwan and the United States.  We now de-
scribe two key technologies, namely,
open source DataTurbine and SAGE-
based OptIPortals, which constitute
this framework. Figure 1 shows the
overall system architecture. This sys-
tem was demonstrated during the
PRAGMA 14 meeting in Taiwan in
March 2008. 

The open-source RBNB DataTurbine
provides an excellent basis for devel-
oping robust streaming data middle-
ware. The current RBNB
DataTurbine streaming data middle-
ware system satisfies a core set of crit-
ical infrastructure requirements
including reliable data transport, the
promotion of sensors and sensor
streams to first-class objects, a frame-
work for the integration of heteroge-
neous instruments, and a
comprehensive suite of services for
data management, routing, synchro-
nization, monitoring, and visualiza-
tion. As a part of the PRAGMA
Telescience group, researchers at the
National Center for High-perfor-
mance Computing (NCHC) and at

UCSD deployed a DataTurbine-based system
to acquire data from underwater cameras, lo-
cated in the ocean at Kenting.

OptIPortals provide the ideal termination
point for such content rich environments
where display real estate can be used effec-
tively. ROCKS and SAGE-based tiled dis-
play wall technologies have been widely
deployed amongst multiple working groups
under the PRAGMA umbrella. SAGE pro-
vides inherent support for streaming video
and lets users view tiled displays as big desk-
tops, where multiple video streams can co-
exist. Users can arrange the video streams on
this ‘desktop’ and resize or maximize them
for a better view. Figure 3 shows a picture of
one of the tiled display walls (TDWs) at
Calit2 (UCSD) showing data from underwa-
ter video cameras in Kenting (Taiwan) in real
time using DataTurbine streaming data mid-
dleware. 

PARTICIPATING RESEARCHERS: E. Stran-
dell, S-I. Lin, Y-T. Wang, and F-P. Lin, NCHC,
Taiwan; R. Singh, S. Tilak, J. Schulze, T. Foun-
tain, P. Arzberger, and L. Smarr, UCSD

WLAN INTERNET
VIDEO

SERVER B

VIDEO
SERVER C

VIDEO
SERVER A

LOCAL
MONITORNING

STATION

HUB RELAY
SERVER

VIDEO
SDSC US

RBNB Server
NCHC Taiwan

OptIPortals

OptIPortals

VIDEO

VIDEO

VIDEO

VIDEO

VIDEO

VIDEO

ACCOMPLISHMENTS

 Figure 1: Setup for streaming live underwater cameras to OptIPortals

Figure 2

Figure 3: Tiled-display wall (TDW) at Calit2 (UCSD)

showing data from underwater video cameras in Kent-

ing (Taiwan) in real time using DataTurbine streaming

data middleware.
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As e-Science continues to be embraced by the wider re-
search community (i.e., not just the traditional drivers, such
as computational physics), the demand for resources also in-
creases. The capability for simple interoperation of Grids is
now extremely important for the researchers and virtual or-
ganizations (VOs) that constitute their users. Only a decade
ago it was common for research institutions to have a single
computational cluster, if at all, whereas, now we are seeing
the formulation of dedicated e-Research and e-Science cen-
ters, with their own computational clusters and needs,
within these institutions.

The case study we detail here tested Grid interoperability
and interoperation between: Australian EnterpriseGrid,
APAC Grid, PRAGMA Grid, FermiGrid, Open Science
Grid (OSG), and the University of Zurich. In order to en-
sure the validity and relevance of our study, the applica-
tion we ran was ‘real’ science, a Nimrod/G experiment in
structural biology. Specifically, multiple conformations of
multiple proteins from the Protein Data Bank (PDB) were
used in a protein crystal structure determination, using the
technique of Molecular Replacement (MR). This involved
testing the entire PDB using the MR application PHASER,
a maximum likelihood approach (www-structmed.cimr.
cam.ac.uk/phaser). 

In order to distinguish interoperability issues from other po-
tential problems during the case study, we followed a work-
flow as shown in Figure 4. This workflow shows the steps
taken when adding a computational resource to the Nim-
rod/G experiment. We began the experiment on our known
‘home’ Grid (EnterpriseGrid) and started the resource dis-
covery, testing, and application deployment steps on the re-
maining Grids in parallel. Finally, adding each of these Grids
to the experiment with intervals of at least a week. 

Resource discovery involves finding information about re-
sources so they can be used by Nimrod/G and communica-
tion with resource providers regarding the details of the
interoperation. Resource testing involves checking author-
ization and running automated resource checks within
Nimrod/G. Application deployment was performed by a
separate Nimrod/G experiment run once on each resource.
After the successful completion of these steps, and gather-
ing of interop issues along the way, resources from each Grid
were added to the parent Nimrod/G PHASER experiment. 

We identified five categories that the interop issues we en-
countered fall into: Access and Security, Resource Discov-
ery, Usage Policies and Guidelines, Application
Compatibility, and Middleware Compatibility. See Beth-
waite 2008 for details. For example, under Resource Dis-
covery, we discussed the importance of the uniform
provision of information services (e.g., OSG, Fermi Grid and
APAC publish information in a standard schema that can
be queried programmatically). We also identified the need
for tools which simplify the configuration and maintenance
of these services, an area of potential future work. Please
note that some monitoring software now also displays as-
pects of the remote system and their applications (see SCM-
SWeb Accomplishment section).

The experiment described above generated more than sev-
enty thousand executions across the five Grids, requiring
over half a million CPU hours. The team performed MR
calculations using the entire PDB (~80,000 structures) in a
reasonable timeframe. This feat was inconceivable three
years ago (and many in the application community con-
sider it still is). Our approaches have led to the structural
solution of several key medically important proteins in our
laboratories, many of which involve collaborations with
researchers from Monash University and several interna-
tional laboratories, which would otherwise have remained
unsolved. Much of this data is currently being published
in top international journals.

PARTICIPATING RESEARCHERS: B. Bethwaite, D. Abram-
son, A. Buckle and Steve Androulakis, Monash; C. Zheng,
UCSD; N. Sharma, Fermi Lab; M. Rynge, Renaissance Com-
puting Institute (Renci) and Open Science Grid, North Carolina;
N. Williams, University of Zurich

RESOURCE
DISCOVERY

RESOURCE
TESTING

ADD TO
EXPERIMENT

APPLICATION
DEPOLYMENT

INTEROP
ISSUES

Figure 4: Interoperation Workflow

BRIDGING GRID ISLANDS TO DETERMINE BIOMEDICALLY RELEVANT PROTEIN
STRUCTURES: An Experiment in Grid Interoperation
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APPLICATION-BASED GRID MONITOR-
ING DEVELOPMENT: SCMSWeb for Application
Discovery and Distributed Computing Condor 
PRAGMA’s mission is to develop grid technologies through scientific ap-
plications. The Bioscience Working group has been interested in con-
ducting virtual screening experiments (for Avian Flu virus proteins, for
example). Doing this on the PRAGMA Grid requires knowing which com-
puting resources have specific application software. Members of the Thai
National Grid Project, a PRAGMA partner, who developed the grid mon-
itoring system SCMSWeb (goc.pragmagrid.net/wiki/index.php/SCMSWeb),
took up the challenge to augment their product with this feature. Between
the 13th and 14th PRAGMA Workshops (September 2007 and March
2008), the team was able to develop and implement this feature (goc.pragma-
grid.net/cgi-bin/scmsweb/swcatalog.cgi?grid=PRAGMA), thus addressing
an important need of grid users.

The PRAGMA framework has helped catalyze collaborations and estab-
lished a conduit of ideas and technologies. In early 2007, PRAGMA
began experimenting with Condor, a well-known workload management
system for distributed systems, developed by the Condor Project at the
University of Wisconsin-Madison (UW-Madison). Condor-G was de-
ployed as a Grid scheduler for PRAGMA Grid initially on a cluster at
SDSC. Because of the diversity of resources on the PRAGMA Grid (dif-
ferent computer architectures, local batch schedulers, and user access and
system maintenance policies), submitting jobs to the PRAGMA Grid via
Condor-G placed the burden of resource selection on the user. The man-
ual selection made it difficult for users to make efficient use of all avail-
able resources. 

After the September 2007 PRAGMA 13 workshop, members of Condor
and  the SCMSWeb team agreed to address this challenge. A collaboration
team was assembled to develop an SCMSWeb-Condor interface, which
would utilize the rich information collected by the grid monitoring system
of SCMSWeb to enable Condor-G to provide more intelligent Grid-level
resource selection, scheduling services, and job submissions. This interface
development was driven by an application of percolation theory, often used
in materials science, from KISTI scientists. 

With the current SCMSWeb-Condor interface, the Condor-G server can
distribute jobs throughout the PRAGMA Grid according to the informa-
tion provided by the sites. The team has and will continue to work on en-
hancements to the user interface and fault tolerance, which were raised
during the user/application testing. In particular, they plan to use Con-
dor’s error handling features to deal with various fault conditions, and in-
crease job throughput by using Condor’s rank and matchmaking features.

PARTICIPATING RESEARCHERS: M. Livny, J. Frey, T. Tannenbaum, Con-
dor Project, UW-Madison; P. Uthayopas, S. Sriprayoonsakul, S. Phatanapherom,
ThaiGrid; C. Zheng, SDSC; J. Lee, KISTI (ThaiGrid, SDSC and KISTI are
PRAGMA member institutions)

U

UZH

PRAGMA GRID SECURITY INFRA-
STRUCTURE ADVANCEMENTS:
PRAGMA CA and VOMS Setups
The PRAGMA Grid is an active international grid interoper-
ation environment, consisting currently of 28 clusters, 26 in-
stitutions in 17 countries and regions (goc.pragma-grid.net/
pragma-doc/pragma-grid-map.jpg and goc.pragma-grid.net/prag-
madoc/computegrid.html). As a grid entity, PRAGMA Grid also
conducts grid interoperation experiments with other grids (See
Accomplishment “Bridging Grid Islands”). To build a security
infrastructure that readily and easily enables grid interopera-
tions on a global scale; we followed the common policies, guide-
lines and practices established by International Grid Trust
Federation (IGTF), and setup a Virtual Organization Manage-
ment System (VOMS) service in the PRAGMA Grid.

Within the PRAGMA Grid, most users use their local site
certificate. We had built a PRAGMA experimental CA (Cer-
tificate Authority) last year, issued certificates to users and sys-
tems at sites without local CA services. But, the PRAGMA
experimental CA is not IGTF compliant and its certificates
can only be used within the PRAGMA Grid. For broader grid

PRAGMA Grid: Sites contributing (red) or

preparing to contribute (green) resources.
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interoperations and to move towards IGTF
standard within the PRAGMA Grid, a
catch-all IGTF compliant CA was needed. 

With the help of APGrid PMA and
NAREGI-CA developers, a PRAGMA Grid
team at SDSC built the PRAGMA-UCSD
CA service according to the most current
IGTF recommendations and guidelines
(goc.pragma-grid.net/ca). PRAGMA-UCSD
CA was accredited by APGrid PMA in April
2008. It started operation and became a part
of IGTF distribution in July 2008.

Since then, PRAGMA-UCSD CA has issued
10 host/service certificates which enabled
many critical services in the PRAGMA Grid,
including a Grid Operation Center, virtual
organization membership service (VOMS),
Condor, portals and other compute services.

PRAGMA Grid, being a “grass roots” and
loosely coupled global grid, does not have a
uniform infrastructure management. One as-

pect of this characteristic is that user access
setup has been done independently at each
site. Each site needs to do a new user setup for
each PRAGMA Grid user. A user has to
communicate and verify access with each site
one-by-one. To automate the user access
setup in PRAGMA Grid, but still accommo-
date the diversity of site management and
policies, the Resources Working Group de-
cided at PRAGMA 14 workshop to setup a
VOMS service in PRAGMA Grid. Using the
group management function in VOMS, we
organize groups based on projects and map
them to accounts at each site. Any additions
or changes in existing groups only require
trivial work by a VOMS administrator. This
not only reduces work load for both site ad-
ministrators and application users, but also
speeds up and simplifies the user access setup
process in PRAGMA Grid. 

The BeSTGrid team in New Zealand and the
SDSC team in the USA led the effort, built a

VOMS server at SDSC, set up and tested the
service between the BeSTGrid and SDSC
sites, documented detailed examples for site
administrators and application users to fol-
low when using the VOMS service
(goc .pragma-grid .net/wiki/index .php/
VOMRS). The VOMS service has been op-
erational since August 2008.

This work has stimulated much discussion
among site administrators and users have raised
many detailed questions about VOMS usage
and practice policies in the PRAGMA Grid.
Based on these responses, the Resources Work-
ing Group will discuss these issues at up-com-
ing workshops and decisions will be published
at goc.pragma-grid.net/wiki/index.php/VOMRS.

PARTICIPATING RESEARCHERS: M. Katz,
C. Zheng, A. Rajendra, SDSC; Y. Tanaka,
AIST; V. Mencl, BeSTGrid; T. Okuno,
NAREGI.

11
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The growing importance of international ex-
periences and the success of the PRIME and
PRIUS programs motivated Monash Univer-
sity to launch a new program, the Monash
University Research Program Abroad (in-
fotech.monash.edu.au/about/events/2008/
murpa.html). Monash University in Australia,
via David Abramson, is a founding contribu-
tor to the Pacific Rim Experiences for Un-
dergraduates (PRIME), for which he has
mentored more than 24 students over the five
years of the PRIME program. Through this
experience he was convinced of the need for
Monash University students to have a simi-
lar experience. In the crafting of the new pro-
gram, Monash University based MURPA in
part on PRIME, and also on PRIUS, the Pa-
cific Rim International Universities program
developed by Osaka University (which was
also modeled after PRIME). 

In particular, MURPA engages faculty lec-
tures from international sites (this first year
the lectures came from UCSD). These lec-
tures will be facilitated using the latest High
Definition Video-Tele Conference equip-

ment (HDVTC). HDVTC is a significance
enhancement on existing technology, and
provides a significantly superior experience
than existing H323 equipment. The use of
this technology has captured the imagination
of many of the attendees, giving them the
sense of the speakers being present. More
about this first season of seminars is at
infotech.monash.edu.au/about/events/2008/mu
rpa.html#seminars. The first students to come
to UCSD will arrive in January 2009, during
the southern hemisphere summer, for a nine
week stay. Applicants for MURPA will be
computer science students enrolled in a
fourth year honors program (in Australia,
computer science undergraduates typically
complete course work after three years).
Likely areas of research will enforce several
PRIME projects but also broaden the areas of
interaction between Monash and UCSD. The
areas include cardiac modeling, virtual
screening, visualization and interactive dis-
plays for communications, and workflow
technology.

Programs like PRIME, PRIUS and now,
MURPA, have been important to PRAGMA
for several reasons. First, these programs focus
PRAGMA and the broader grid community
on issues of broadening and growing the com-
munity of users and developers. This human
capacity building is central to the PRAGMA
mission of building sustained collaborations,
not only with the students, but via the stu-
dents, between various labs of PRAGMA
members across the Pacific Rim. Finally, it
demonstrates the value of PRAGMA of
being a conduit of models for education and
technology.

PARTICIPATING RESEARCHERS: R. Pose, D.
Abramson, Monash. LECTURERS: P. Arzberger,
M. Ellisman, L. Smarr, I. Altintas, J. Schulze, W.
Li, A. McCulloch, UCSD; Kim Baldridge, U
Zurich.

MONASH UNIVERSITY RESEARCH PROGRAM ABROAD (MURPA)

Calit2 Director Larry Smarr delivering lecture to potential MURPA students via HD camera
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Participants at joint Southeast Asia Interna-

tional Joint Research and Training Program and

the 2nd PRAGMA Institute. Shakadang Trail,

Taroko Gorge National Park, Hualien, Taiwan

PRAGMA is a dynamic organization and
community. It is continually looking for new
venues to engage a broad set of participants.
This year, PRAGMA undertook three types
of efforts to engage new members and to ini-
tiate collaborations with new partners.

SUMMIT ON APPLICATIONS AND GRID

MIDDLEWARE FOR THE PRAGMA, Swiss
Grid and Euro Grid Associations
(www.oci.uzh.ch/diversa/CollaborationMeet-
ing/meetingI.html): The grid, as conceived,
does not know borders or boundaries. How-
ever, efforts are supported at multiple levels
(local, regional, and national) and often are so
occupied at that level that important interac-
tions to help bridge these efforts are required.
This Summit was hosted by the University of
Zurich in March 2008, and brought together
two dozen researchers from three grid efforts,
to first understand the different efforts and
then to explore potential points of synergy for
interactions. Several areas were identified for
collaboration, and progress has been made, in
running applications across the grids (see Bridg-

ing Grid Islands), and development of VOMS.
Furthermore, U Zurich researchers have par-
ticipated in a working group of the Swiss Na-
tional Grid Effort (SwiNG) and have installed
middleware to help bridge several grid test-
beds (PRAGMA, CHEMOMENTUM, and
SMSCG—Swiss multi-science computing
grid). The middleware they are using include
Globus, Nordugrid, and Unicore. PRAGMA,
while focused on interactions in the Pacific
Rim, realized that many good activities were
taking place in Europe, and wanted to begin a
dialog, to incorporate new developments into
its own activities while also growing collabo-
rations.

PRAGMA INSTITUTES: Initiated in Septem-
ber 2007 at the PRAGMA 13 meeting at
NCSA, a PRAGMA Institute provided the
opportunity for PRAGMA to nurture the
community and those who wanted to take
advantage of the many and varied technolo-
gies developed by PRAGMA members. The
Institutes are hosted by PRAGMA members
and the plan for the institutes are reviewed

and approved by the PRAGMA Steering
Committee. 

The Second PRAGMA Institute (www.nchc.
org.tw/event/2007/pragma_institute) was held
in conjunction with the Southeast Asia In-
ternational Joint Research and Training (SAI-
JRT) program hosted by NCHC in December
2007. This workshop spanned five days, and
covered topics of each of the four working
groups. The participants came primarily from
Southeast Asia, including participants from
Vietnam, Philippines, Malaysia, Thailand,
and Indonesia. This combination of
PRAGMA Institute with SAIJRT was suc-
cessful in exposing more groups to
PRAGMA, which resulting in three new
PRAGMA memberships in 2008. Further-
more, the interactions with SAIJRT inspired
the concept of a center of education and col-
laboration at NCHC that would allow for a
persistent platform for education and collab-
oration among grid researchers in the Pacific
Rim. Details are being discussed with fund-
ing agencies in Taiwan.

The Third PRAGMA Institute (pragma15.
usm.my/instituteSchedule.php) was held in ad-
vance of the PRAGMA 15 Workshop,
hosted by USM. This Institute was focused
on researchers in Malaysia, both in terms of
building clusters and grids, using middle-
ware, and advancing applications in bio-
medicine and geosciences.

PRAGMA WORKSHOP AT IEEE CONFER-

ENCE ON E-SCIENCE 2008: PRAGMA
members have organized a workshop at the
IEEE Conference on e-Science 2008, to
highlight and share some of the recent ad-
vances of PRAGMA members that would
be of broader interest. Our goal is to look for
other collaborators. The workshop takes
place in Indianapolis, Indiana, on 9 Decem-
ber, during the conference. 

13

EXPANDING THE PRAGMA COMMUNITY
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PRIME, PRIUS, MURPA
“What nations don’t know can hurt them. The stakes involved in study abroad are that simple, that straightforward and
that important. For their own future and that of the nation, college graduates today must be internationally competent.”
From the Lincoln Study Abroad Fellowship Program Report which summarizes a growing number of calls for students, anywhere in the world, to
become globally aware and internationally competent. 

In 2004, against a backdrop of growing globalization of the workplace and need for international collaborations
in scientific research, PRIME—the Pacific Rim Undergraduate Experiences program (prime.ucsd.edu)—was
launched by UCSD and PRAGMA partners in Japan (CMC, Osaka University), Taiwan (NCHC), Australia
(Monash), and China (CNIC). PRIME provides opportunities for UCSD students to participate in international
research and cultural experiences with host-site mentors and colleagues, along with UCSD-based mentors. The
activities of the student researchers contribute to the growth of the cyberinfrastructure through the develop-
ment, testing, and running of application codes in an internationally distributed environment, including
PRAGMA Grid.1

The success of PRIME during its first two years sparked the establishment of PRIUS—Pacific Rim International
UniverSity (prius.ist.osaka-u.ac.jp), through funding to Osaka University from Japan’s Ministry of Education,
Culture, Sports, Science and Technology (MEXT) for “Fostering of Globally Leading Researchers in Integrated
Sciences,” in tight cooperation with the PRAGMA community. PRIUS aims to nurture students’ abilities to take
a leadership role in next-generation integrated science, as well as offer an international perspective on both aca-
demic and industrial societies through tight collaboration with PRIME and PRAGMA. The PRIUS program,

All Blacks rugby game—

courtesy of Sara Richardson. 

1PRIME is funded by the NSF (NSF, INT 0407508), with additional support from the UCSD division of Calit2, the National Biomedical Computation Resource,

the Telemedicine and Advanced Technology Research Center, the Gordon and Betty Moore Foundation, partner and host institutions.
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HOST SITE and Mentors PRIME Student(s) UCSD Mentors (Affiliation) Project Title

OSAKA UNIVERSITY

Susumu Date (all students),
Seiki Kuwabara (RChu), At-

sushi Nakazawa (RChu),
Haruo Takemura (RChu)

Rachel Chu Jurgen Schulze (Calit2) Optimized Rendering for a 3D Videoconferencing System

Phillip Pham
Jason Haga (Bioeng)

Marshall Levesque (PRIME 06)

Identification of a Specific Inhibitor for the 
Dual-Specificity Enzyme SSH-2 via Docking 

Experiments on the Grid

Simon Han
Jason Haga (Bioeng)

Marshall Levesque (PRIME 06)
Virtual Screening for SHP-2 Specific Inhibitors

Using Grid Computing

NCHC

Fang-Pang Lin (both students),
Kevin Lin (DT), Kathy Ma,

Hsiu-Mei Chou

Daniel Tenedorio Jurgen Schulze (Calit2) Optimized Rendering for a 3D Videoconferencing System

Lisa Yung
Philip Bourne (Pharm)

Lei Xie (Pharm)
Identifying Off-Target Protein Binding

NCREE

Keh-Chyuan Tsai, 
Kung-Juin Wang

Philip Ow
Lelli van den Einde (SDSC)

Charles Cowart (SDSC)
Middleware development between NCREE

and NEES Data Acquisition Systems

MONASH UNIVERSITY

David Abramson, Tom Peachy,
Colin Enticott, Slavic Garic,

Rob Gray

Haley
Hunter-Zinck

Philip Bourne (Pharm)
Lei Xie (Pharm)

Hualien Analyzing Adverse Effects of the Antidepressant 
Emsam in Silico

Lynn Tai
Kim Baldridge (U Zurich)
Joe O’Conner (Chemistry)

Binding Energy and Mechanisms of Conjugated Enediynes
with a Ruthenium complex

Arielle
Yabolonovitch

Anushka Michailova (Bioeng) Optimizing Rabbit Ventricular Myocyte Model

Randy Lee Roy Kerckhoffs (Bioeng)
Effects of Tissue Level Parameter Variation on

Cardiac Output

M. Amalia Prada
Fernandez

Roy Kerckhoffs (Bioeng)
Transmural Heterogeneity of Mechanics in 

the Normal Heart

Sirvard Nshanyan Jurgen Schulze (Calit2)
Medical Research Data Visualization on 

Tiled Display Wall

David Allen Wong Jan Talbot (Nanoeng)
Simulation of Particle Incorporation during Electrocode-

position Process

CNIC

Kai Nan, Zhonghua Lu,
Jianju Yu, Guangyuan Lu,
Yanhua Sun, Haiyan Xu, 

Wei Chen

Michael Wang Wilfred Li (NBCR)
Secondary Target Identification for Neuraminidase

Inhibitor Drugs

Kevin Wu
Wilfred Li (NBCR), Rommie Amaro,
Dong Xu, Lily Cheng (PRIME 06),

Hsing Pao (PRIME 07)

Identification of Inhibitors against Hemaglutinin from
H5N1 Influenza Virus: the Ensemble based Virtual Screen-

ing approach with Relaxed Complex Scheme

USM

Habibah Wahab; Wai Keat
Yam, Dr. Hassan, Dr. Choong

Yee Siew. Sy Bing, Suhaini
Ahmad 

Lihua Yang Wilfred Li (NBCR)
Avian Influenza Virus H5N1 Polymerase Subunit PB2

Cap-binding Site Inhibitors

Cindy Tran Wilfred Li (NBCR) Avian Flu: Neuraminidase

Varahenage
Perera

Kim Baldridge (U Zurich)
David Abramson (Monash)

Comparison of AutoDock and GAMES/APBS Methods for
Performing Molecular Computations on Biological Systems

U AUCKLAND

Peter Hunter, Poul Nielsen, 
Martyn Nash, Xinshan Li

Sara Richardson,
Connie Hong

Roy Kerckhoffs (Bioeng)
Computational Modeling of the Female Pelvic Floor: 

Investigation of Athletic Muscle Structure

U WAIKATO

David Hamilton
Andrea Cardenas Tony Fountain (SDSC) Control Vocabulary Study for Global Lake Research
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aimed primarily at graduate students, lever-
ages the social networks already built
through R&D collaboration in PRAGMA.
The educational infrastructure comprises two
main components: an internship experience
and a course on international integrated sci-
ence, taught mainly by members of the
PRAGMA community (see Date et al., 2008).

Building on the momentum and strengths of
both PRIME and PRIUS, Monash University
established the Monash University Research
Program Abroad (MURPA, infotech.monash.
edu.au/about/events/2008/murpa.html) in 2008,
to provide its students with an international
experience conducting research projects.
MURPA will send the first students overseas
in January 2009, to UCSD. In preparation,
they hosted a series of presentations from host
site mentors via high-definition video feeds
during July-September. The program focuses
on students entering their honors year (be-
tween undergraduate and graduate years). 

PRIME SUMMARY AND
SCIENCE
During the five years of the PRIME program,
more than 70 students have participated.
Each year more students have expressed an
interest and more have been accepted. In ad-
dition, there have been more women each
year, bringing about a change towards gender
balance (see Table 2). In 2008 the program ex-

panded from four host sites: Osaka Uni-
versity, NCHC, Monash, and CNIC,
adding three new ones: USM, University
of Auckland and University of Waikato
(the latter two are in New Zealand). 

While PRIME prepares undergraduates
for the global workplace of the 21st cen-
tury by immersing them in both a research
environment and a cultural landscape out-
side their own, it has also created stronger
collaborations among participating
PRAGMA institutions and researchers
through the students’ research projects. 

The nature of these projects has generally
been the development of technologies (e.g.,

visualization tools for datasets) or the appli-
cation of grid and other technologies to sci-
ence and/or engineering problems. See the
table of the 2008 PRIME students, which has
their host institutions, their mentors (home
and away) and the areas they investigated
over the summer. 

Over the years, the vast majority of the stu-
dents have been engineering majors with the
rest science majors. Biology is the overarching
discipline of interest: nearly all the science
majors are in biology and among the engi-
neers, about half are bioengineering majors. 

Following are a few examples of projects.
Some are work that has evolved over the last

Top: Olympic mascot Huanhuan—courtesy of Kevin Wu.  Above left to right: Fun at the Sydney

Opera House—courtesy of Randy Lee; Yuanmingyuan Park—courtesy of Hai-Yan Xu; PRIME and

village students together in Malaysia—courtesy of Cindy Tran.

Table 2: Number of Students (Female|Total) by Host Institution and Year

2004 2005 2006 2007 2008 TOTAL

CNIC - 0|2 3|3 0|3 0|2 3|10

MONASH 0|3 3|5 3|4 4|5 5|7 15|24

NCHC/NCREE 0|3 1|3 1|3 1|2 1|3 4|14

OSAKA U 0|3 1|3 1|4 3|4 1|3 6|17

USM 3|3 3|3

U AUCKLAND 2|2 2|2

U WAIKATO 1|1 1|1

TOTAL 0|9 5|13 8|14 8|14 13|21 34|71
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two to three years, where students in subse-
quent years build upon the progress of previ-
ous students. In addition, there have been
students who have continued to extend the
results of their projects over the rest of their
undergraduate career, and in some cases, even
beyond that. 

Design of a Grid Service-based Plat-
form for In Silico Protein-Ligand
Screenings: Focus Protein Phosphatase
—research at Osaka University
This work over three generations of PRIME
students has created an infrastructure for vir-
tual screening, has identified possible in-
hibitors to several key protein phosphatases,
and has identified practical issues of con-
ducting virtual screening on a heterogeneous
grid. It has also strengthened the collabora-
tions between UCSD and Osaka University. 

Protein phosphatases are enzymes that play
an important role in regulating the signaling
pathways in cells and have been hypothesized
to play a role in a variety of diseases includ-
ing, diabetes, neurodegeneration, and cancer.
Understanding how they regulate cellular
function is an important challenge in bio-
medicine. 

The question posed to PRIME students over
several years has been how to take advantage
of distributed computing resources to help
screen known libraries of ligands in search of
chemical compounds that disrupt the function
of specific proteins, in this case phosphatases.
The process involves the use of a docking soft-
ware program, which needs to be repeated for
all of the suitable ligands in the collection (li-
brary) of interest, which can involve tens of
thousands of calculations. The value of this in
silico approach is that it is cheaper and faster to
identify possible ligands in the library than at-
tempting to perform biochemical experiments
with each and every one. 

PRIME 2006: At the end of the summer,
Marshall Levesque, Cathy Chang, and Daniel
Goodman successfully created an infrastruc-
ture that enabled access to DOCK programs
on multiple cluster systems from remote sites
and succeeded in plugging the docking soft-
ware, Dock, into the PRAGMA Grid testbed
for the distribution of its computational
workload. They also used a middleware Opal
Operation Provider (which was extended
from Opal by Mr. Ichikawa during a PRIUS
stay at UCSD). 

During the following academic year, Mar-
shall continued to work with UCSD mentor
Jason Haga to improve the infrastructure and
to continue to use the infrastructure for spe-
cific phosphatase screenings. 

PRIME 2007: Ellen Tsai continued the proj-
ect, using the improving infrastructure to
identify inhibitors to phosphatases related to
ones used previously, with a long-term goal
of developing chemical inhibitors that would
prevent the catalytic activity of the specific
isoforms of these phosphatases. She performed
a screening of a large database (ZINC) and via
computational tools, identified 10 unique in-
hibitors. 

The following spring (2008), Marshall
Levesque had his first paper accepted, it dis-
cussed the infrastructure (see Levesque 2008a)
developed for virtual screening. During the
academic year, he continued Ellen’s work
with further screening to verify the accuracy
of the initial results. Levesque continued by
performing phosphatase activity assays to
characterize the inhibitory efficacy of several
of the compounds identified in the virtual
screening. Marshall also served as a mentor to



his successors on the project, Ellen in 2007
and Phillip Pham and Simon Han in 2008. 

PRIME 2008:  Phillip Pham and Simon Han
utilized the continually improving infra-
structure and system on specific protein tar-
gets. Simon Han continued the work of Ellen
Tsai by rescreening against a new target. Pre-
liminary results suggest several inhibitors
that can be further tested and validated in
various in vitro laboratory experiments.
Phillip Pham focused on identifying a specific
inhibitor to another protein phosphatase, one
which plays a significant role in different cell
functions such as growth and movement. His
efforts revealed a very promising inhibitor,
which will be verified with wet bench test-
ing. They have both written papers for possi-
ble publication, which discuss complications
during these multiple, virtual screenings on
the grid, as well as potential improvements
for routine use of the grid environment for
virtual screening. 

Ensemble-based screening and the
Avian Flu—research with CNIC and
USM
Avian influenza has received worldwide at-
tention due to its rapid global spread via mi-
gratory birds and the growing number of
human cases. The highly pathogenic avian in-
fluenza virus that the World Health Organ-
ization fears may cause a pandemic in humans

comprises strains from the subtype
H5N1 of influenza type A. Sub

types of influenza virus are named based on
the observed combinations of two viral sur-
face membrane glycoproteins, hemagglutinin
(HA) and neuraminidase (NA), with 16 and
9 types known to date respectively. The chal-
lenge faced by researchers is how to quickly
screen large libraries of chemical compounds
to rapidly identify potential inhibitors to
these proteins. 

The Avian Flu research project has enjoyed
the active participation of PRIME students
since 2006, and has produced a number of
scientific publications, including a recent one
first-authored by Lily Cheng (PRIME 2006).
Using a novel approach, she and her col-
leagues have isolated more than two dozen
promising compounds from which new “de-
signer drugs” might be developed to combat
Avian Flu. In some cases, the compounds ap-
peared to be equal or stronger inhibitors than
currently available anti-flu remedies. Several
are currently undergoing testing in the lab.
In the press release announcing this break-
through, Cheng noted, “Importantly, half of
these compounds would have been neglected
based on the crystal structure simulations
alone. Many of these drug leads would only
have been found through the use of this com-
putational method.”

As with the work at Osaka on phosphatases
inhibitors, it is clear that a persistent ap-
proach to studying a subject yields rewards. 

PRIME 2006: Lily Cheng and Lisa Zhao
worked at CNIC on complementary aspects

of an initial study on avian influenza
virus, subtype H5N1, screening neu-

raminidase and hemagglutinin proteins,
respectively, against two li-
braries of ligands. Similar to

the work at Osaka, they
used AutoDock

and DOCK to
screen the NCI di-
versity library rep-

resentative set of

2,000 compounds, and 1,000,000 ZINC li-
brary compounds. 

Subsequently they visualized some of the
models with the best binding energy. In ad-
dition, initial steps were taken to develop a
database to share the screened products. This
work stimulated a broader collaboration be-
tween researchers at UCSD, CNIC, and other
PRAGMA partner sites. Furthermore, these
initial results helped UCSD researchers to ob-
tain an award from TATRC (Telemedicine
and Advanced Technology Research Center)
to continue this work. 

Lily Cheng continued to work on this proj-
ect with a larger group of researchers associ-
ated with the National Biomedical
Computation Resource (NBCR), upon re-
turning to UCSD. She and her colleagues ap-
plied a more sophisticated approach, the
Relaxed Complex Scheme (RCS) (see Amaro
2007), to identify more possible binding sites
in NA. This RCS allows for full receptor flex-
ibility (often missed in other virtual screen-
ing approaches). 

PRIME 2007: Hsing Pao continued the work
and focused on the binding affinity of hemag-
glutinin’s receptor binding domain with the
receptors containing silalic acid (SA), which
exhibit different preferred glycosidic linkages
for birds (SA α-2, 3-Gal) and humans (SA α
-2, 6-Gal). He used a combination of tools in-
cluding Modeler and AutoDock and subse-
quently, he visualized some of the models
with the best binding energy. In addition, he
built upon the efforts of the students from
previous years to develop a database to share
the virtual screening hits. Hsing has contin-
ued his work with the team, and is now a co-
author of a paper submitted for publication
that examines the relationship of glycan
topology and binding ability of HA. 

Cheng stayed with NBCR after graduation to
complete her current work and has now en-
tered medical school at UC Davis. Like Mar-

PACIFIC RIM APPLICATIONS AND GRID MIDDLEWARE ASSEMBLY
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structure file of SSH-2 created by Phillip Pham.
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shall Levesque, Cheng has served as a mentor to successive PRIME students work-
ing on the project (2007 and 2008). 

PRIME 2008: Four students worked on aspects of the Avian Flu project, two in
CNIC and two in the new site of Universiti Sains Malaysia (USM). At CNIC,
Michael Wang continued the work of Lily Cheng and studied secondary target
identification for neuraminidase inhibitor drugs by identifying human proteins
that may have similar SA binding pockets. His work has resulted in the knowl-
edge of a potential human secondary target that needs to be taken into consid-
eration during drug development to avoid potential side effects. Kevin Wu, also
at CNIC, worked on the identification of inhibitors against HA from the H5N1
Influenza Virus, using the RCS for ensemble-based virtual screening that incor-
porates molecular dynamics simulations to account for protein flexibility. 

At USM, Cindy Tran studied the effectiveness of potential Avian Flu inhibitors
against NA mutations by characterizing the effect of the known NA mutants re-
sistant to oseltamivir (Tamiflu). Together with her colleague at USM, she has iden-
tified 30 natural and synthetic compounds that are effective against these mutants.
Lihua (Vicky) Yang searched for inhibitors against the avian influenza virus H5N1
polymerase subunit basic protein 2 (PB2) cap-binding site. She was able to build
a model of the H5N1 PB2 cap-binding domain based upon a H3N2 PB2 structure,
and found 10 potential hits against this important virulence factor in H5N1. Both
students explored the USM natural compound library, compiled by Dr. H. Wahab,
many of which are only available in native plants in Malaysia. 

Optimized Rendering for a Three-Dimensional Videoconferencing
System—research with Osaka University and NCHC 
Industry widely employs the two-dimensional videoconferencing system as a
long distance communication tool, but current limitations such as its tendency
to misrepresent eye contact prevent it from becoming more widely adopted.
2008 PRIME students Rachel Chu (Osaka) and Daniel Tenedorio (NCHC) began
exploring the possibility of a three-dimensional videoconferencing system for
future interactive streaming of point cloud data. While they are basing their
work on only this year’s activity, the development of the infrastructure was
started, in part, by PRIME students at Osaka University in 2006 (Robert Sy
helped establish a tile display wall) and 2007 (David Jackson and Ava Pierce de-
veloped modules for Covise). This year the students and their tri-site team were
able to develop the infrastructure and algorithms to test a system with one sender.

The sender, encircled by high-definition cameras, stands and speaks in a room.
A cluster of computers reconstructs each frame of the camera images into a 3-D
point cloud and streams it across a high-speed, low-latency network. On the re-
ceiving end, a splat-based renderer employs a new algorithm to efficiently re-
sample the points in real-time, maintaining a user-specified frame rate. Parallel
hardware projects onto multiple screens while head tracking equipment records
the viewer's movements, allowing the receiver to view a stereoscopic 3-D rep-
resentation of the sender from multiple angles. The researchers can combine
these visuals with appropriate use of multiple audio channels to forge an unpar-
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Top: Apo Crystal, Cross Cavity Binders created

by Lily Cheng. Below:   Monkey in the Penang

Botanical Gardens—courtesy of Vicky Yang
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alleled virtual experience. This next step towards immersive 3-D videocon-
ferencing brings researchers closer to empowering worldwide collaboration
between research departments (see Chu et al., 2008).

Modeling the Heart—research with Monash University
Five years of close collaboration between the Monash and UCSD collaborators
helps grow our knowledge on the ionic and metabolic mechanisms underlin-
ing cardiac cycle with each new modification to the model. 

PRIME 2004: This modelling effort began with John Colby. He identified pa-
rameters that improved the stability of the complex ATP/ADP/Mg model and
its agreement with experimental measurements under a wide variety of con-
ditions. 

PRIME 2005: Jordon Nevo and Dorothy Dederko built on John’s work. They
identified parameters that improved the stability of the complex whole cell
model in rabbits and dogs and determined their agreement with experimental
measurements. By experimenting with different models, they were able to
compare the behavior of the models under different conditions. 

PRIME 2006: Angelina Altshuler and Iwen Wu assisted in the development of
more stable ionic models in rabbit (LabHEART) and human ventricular my-
ocytes, over long time periods and at different frequencies of stimulation. Those
improvements enable calculation of, for example, ionic currents, Ca-transients,
and action potentials. In agreement with the experiment the single cell model
in rabbits predicted qualitatively Ca2+ and action potential alternans at high
frequencies above the point where the model was physiologically stable. 

PRIME 2007: Stephany Chang investigated the ionic properties of ventricu-
lar myocytes, and used Nimrod/O and Nimrod/G to conduct parameter
searches to identify parameters that would produce a stable model in the epi-
and endo- tissue sub-layers under normal conditions. Saleh Amirriazi’s work
focused on modeling the effects of ATP-dependent potassium current in reg-
ulating excitation metabolic coupling in endocardial ventricular myocytes
under normal condition and 20 minutes of simulated ischemia. He used a new
member of the Nimrod family, Nimrod/E for experimental design in con-
junction with Nimrod/O, to validate a model (see Peachey 2008). 

The Nimrod/G and Nimrod/O tools, developed at Monash, have been and are
being used to find parameter values in the model that generate outputs in ac-
cordance with experimental data. There are a total of 17 parameters being an-
alyzed and optimized so that the model to reach steady-state for a time period
of 60 seconds at stimulation frequency of 0.5 Hz. Graphical analysis is being
used to determine which combination of parameter values yields the most ac-
curate outputs.

PRIME 2008: Arielle Yablonovitch further extended the ionic-metabolic
model to reproduce more accurately the available experimental data in rabbit
cardiac cells. Now this model is able to simulate the cell cycle during cardiac
excitation-contraction coupling and its outputs predict Ca2+ transients in dif-
ferent cell regions (cleft, sub-membrane space, bulk cytosol, sarcoplasmic retic-
ulum) as well the ATP-dependent potassium current and action potential

PRIME
AT FIVE
CHANGING LIVES,

CHANGING
CAREER PATHS,

CHANGING
SCIENCE
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Robert Ikeda (2004) is now a third-year doc-
toral student studying computer science at
Stanford University. “Before PRIME, I did
not know much about computer science,” he
says, “But afterwards, I was encouraged to
learn more, and I eventually decided to pur-
sue a Ph.D. PRIME was my first opportunity
to work on a serious software project, and I
am thankful for how it has helped shape my
academic interests.”  

While at the National Center for High-per-
formance Computing (NCHC) in Hsinchu,
Taiwan, Ikeda pursued the development of a
graphical user interface for pathway editing
and integration in Cytoscape, a bioinformat-
ics software platform for visualizing molecu-
lar interaction networks and integrating
them with gene expression profiles. This was
for large-scale, computer-aided models of bi-
ological signaling and regulatory pathways.
Robert’s work produced the Cytoscape Plug-In Hy-
perbolic Focus (www.cytoscape.org/plugins2.php).

When he returned to UCSD for his junior
year, he kept his electrical engineering major
and took computer science courses as elec-
tives. The cultural aspect of PRIME was even
more significant for him. 

“The biggest effect of the program is that now
I am more open-minded and aware and ap-
preciative of the world's cultures,” he ex-
plains, “I still have a lot to learn, but visiting
Taiwan made me realize that there is a whole
world outside of the United States. I think my
willingness to be open-minded and attentive
was why I had such a good time. The people
I met were welcoming and made me feel like
I had a story to share as well. My summer in
Taiwan was my most memorable.”

Shirley Lee (2005), also went to Taiwan, one
year later, after hearing about PRIME from
Ikeda. “The most significant aspect of partic-
ipating in the program was the impact on my
personal life,” says Lee, “Born and raised in
California, there was a disconnect between
myself and my siblings, with our parents who
had grown up in Taiwan,” she adds, “Spend-
ing ten weeks in the country of my parents
and grandparents, I came to understand my
family better, which really is to understand
myself better.” 

While at NCHC, Lee, a bioengineering jun-
ior, enhanced the display interface plug-in
first developed by Ikeda for Cytoscape. Both
Ikeda and Lee worked with advisors Fang-

Pang Lin, NCHC's Grid Computing division
manager and Trey Ideker, a bioengineering
assistant professor at UCSD. 

“The program made me realize how software
solutions can evolutionize or revolutionize
most, if not all, industries,” Lee adds, “If you
initially spend the time required to create the
program, you can save a lot of time in the long
run. Currently, I am in the medical device in-
dustry which is documentation-intensive.
Already, I see how software solutions are
transforming my everyday work environ-
ment for the better.” Lee has been a quality
engineer at Abbott Vascular for over two
years. She analyzes and manages risk to pa-
tients by implementing statistically-based
sampling plans to ensure product quality.

Lee also looks at the world differently because
of her PRIME experience; she explains, “It
showed me that there is literally a world of
opportunities for people who want to collab-
orate with others around the globe and work
towards achieving a common goal. I now feel
comfortable and open to the idea of living and
working outside of the United States.”  

Laura Berstis (2005) has put that insight into
action. She is living abroad, as a graduate stu-
dent at the University of Zurich, currently
finishing her master’s degree on the way to
beginning her formal Ph.D. program in theo-
retical computational chemistry. She is work-
ing with her advisor, Kim Baldridge, to
whom she was introduced via the PRIME

program. Berstis worked on computational
biology tools while at Monash University in
Australia, with David Abramson and
Baldridge (who is also an adjunct professor at
UCSD) as her mentors. Berstis' master's thesis
project involves computational studies of the
interactions and differences between small
molecular nucleic acid systems. She expects
it to be completed at the end of the year, so
she can begin her doctoral work in January.   

Before leaving for Monash in 2005, Laura, the
then 20-year-old sophomore and aspiring
bioengineer said: “I applied to PRIME be-
cause I wanted to experience different av-
enues of research and in general to explore
possibilities for what I want to dedicate my
life to.” She was one of the few sophomores

PRAGMA met with several PRIME students from the first two years, now that they have some distance
from the program, to learn from them how they feel the PRIME experience has helped shape where they are
today. All are thrilled to have been part of the program and grateful for the educational and cultural oppor-
tunity it gave them. For some, the cultural immersion proved to have the deepest effect. 

“Without question, PRIME was the most influen-
tial experience I had during my time as an un-
dergraduate at UCSD.” John Colby (2004)
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accepted into the PRIME program at that
time. 

What she says now: “It may sound 'cheesy'
said so bluntly, yet it couldn't be more true—
the PRIME program truly changed my life!” 

“The PRIME program definitely had a major
impact on me, and my future academic
choices. I had a fantastic experience working
in Australia on my project,” she explains,
“And, I continued working on projects during
my final years at UCSD, including coming to
Zurich for a second academic internship posi-
tion. When it came time to apply to graduate
schools, I was also considering medical school
and pursuing an M.D.-Ph.D. degree as my
next step. However, I found that the opportu-
nity to move to Zurich and work with Kim
was another incredible chance, as with the
PRIME program, to again explore a signifi-
cantly different location, culture, and to si-
multaneously further my scientific/academic
career, and expose myself to a new environ-
ment, learn a new language, and learn from the
lessons and hurdles experienced when living
abroad for a longer period of time.” 

When it came time for choosing graduate
schools, John Colby (2004) opted for the
M.D.-Ph.D. program and is now in his third
year (of eight overall) at UCLA. He is pursu-
ing the Ph.D. in biomedical engineering, with
a specialization in neuroengineering. His the-
sis is in developmental neuroimaging. Before

beginning medical school at UCLA, Colby
worked for a year in industry at SAIC in La
Jolla, where we worked with a group to de-
velop biosensors. 

Colby also went to Monash with PRIME and
had Abramson as his host advisor; his UCSD
advisor was Anushka Michailova, a senior re-
search scientist in Andrew McCulloch's Car-
diac Mechanics Research Group lab. He
studied the impact of temporal and spatial
distribution of two pacemakers around the
heart to understand therapeutic optimiza-
tions. “I remember my first student [John],”
recalls Michailova, “He was so excited with
this program.” He still is. 

“Without question, PRIME was the most in-
fluential experience I had during my time as
an undergraduate at UCSD,” states Colby,
“The foundation of knowledge in high per-
formance computing that I acquired through
PRIME is something that I have continued to
use everyday in my research career—whether
it be modeling mass spectrometry signals or
distributing a computationally challenging
MRI analysis across a cluster environment. I
have no doubts that this will continue to be
true in the future as well, as complex compu-
tational and informatics problems continue to
be become more and more important to di-
verse fields of biomedical research.

“Still, to me, the most significant aspect of the
program was the first-hand experience it de-

livered in planning and leading a research
collaboration. This type of training is integral
for the coming generations of scientists and
clinicians, who must navigate an ever more
specialized and collaborative research envi-
ronment,” adds Colby, “And the fact that all
of this was done literally thousands of miles
away from UCSD, our friends, and home
mentors, simply cannot be understated. Not
only did this jump start our leadership role in
the collaboration, but it also helped us to de-
velop an independent problem solving men-
tality that is beneficial to a career in
science—and for that matter—daily life. Be-
cause these collaborations were developed at
the international level, PRIME also gave us
an invaluable opportunity, and one that is ex-
ceedingly rare for undergraduates in science
and engineering, to experience another cul-
ture through a study-abroad type program in
another country.” 

Berstis summarizes both the past experience
with PRIME and the future, when she says,
“My German is definitely improving; and
with this I feel quite liberated,  knowing that
I could move to practically any country in
the world, learn a new language and culture,
and still thrive. In a way it makes the world
feel so much more interconnected, as it truly
is, in terms of research collaborations, cultural
interactions, and also physically without such
distinct national borders appearing as barriers
anymore.”

The PRIME, PRIUS, and MURPA programs are models for
nurturing and preparing students to take leadership roles
in next-generation collaborative international science. The
internship experiences offer students a valuable perspec-
tive on society and research at the international level, thus
grooming students to be effective, culturally competent
members of the global science workforce.

PRIME: prime.ucsd.edu

PRIUS: prius.ist.osaka-u.ac.jp/en

MURPA: infotech.monash.edu.au/about/events/2008/murpa.html
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time-course. It also takes into account the re-
gional physiological differences between the
cells isolated from the endocardium and epi-
cardium and can simulate Ca2+ transients
under both normal and ischemic conditions. 

PRIUS SUMMARY AND
SCIENCE
The PRIUS program has four years of expe-
rience. As noted in the table below, there
have been a total of 20 students who have
participated in PRIUS, and researchers from
19 institutions. This program spans 19 Insti-
tutions in 13 countries, and extends beyond
PRAGMA sites. Following are two examples
of PRIUS research. Note that the Opal OP
work dovetails with the research by PRIME
students on In Silico Protein-Ligand Screen-
ings focusing on the protein phosphatase dis-
cussed earlier. 

Opal OP—research at UCSD
Kohei Ichikawa developed the Opal Opera-
tion Provider (Opal OP). OPAL OP is based
on OPAL, a web service to wrap existing ap-
plications, developed by the NBCR.  He
worked with mentors Wilfred Li and Sriram
Krishnan of UCSD. OPAL OP allows for the
interoperation of OPAL-based web services
and Globus Toolkit (GT) 4-based grid serv-
ice, the de facto standard middleware of the
grid. Opal OP has been developed to offer the
features of Opal as a plug-in module by lever-
aging the plug-in framework of GT4. After
his stay at UCSD (winter 2005/2006), he re-

turned to Osaka and worked with the Pro-
tein Data Bank Japan (PDBJ) to install Opal-
based services. 

Opal OP was tested and used by PRIME stu-
dents to build a drug docking simulation
service on the PRAGMA Grid. The drug
docking service was deployed over five sites,
seven clusters, and 150-200 processors were
being used at one time depending on Grid
workload and averaged 180 processors. The
screening took a total of 11.56 days of labora-
tory time, which is the equivalent of 2,081
CPU days (over 5.5 years). Ichikawa contin-
ued his involvement with the PRIME stu-
dents upon his return. This has resulted in
joint publications (Levesque et al, 2008, Pham
et al, 2008, Han et al, 2008). This experience
has helped build strong ties between UCSD
and Osaka University, it also provided com-
ponents of Ichikawa’s dissertation. Ishikawa
is now on the faculty at Kansai University in
Osaka. 

Security Monitoring System—re-
search at NTU in Singapore
Shingo Takeda, a Ph.D. student at Osaka Uni-

versity, was a researcher at
Nanyang Technological Uni-
versity in Singapore in sum-
mer 2006, under the
mentorship of Bu Sung (Fran-

cis) Lee.  Takeda de-
signed and prototyped a
grid security monitor-
ing system, taking ad-
vantage of the Multiple
Organizational Grid
Accounting System
(MOGAS), developed at
NTU. The prototype
graphically visualizes

the information aggregated from a variety of
services deployed among grid resources, and
has a flexible access-control mechanism based
on RBAC to protect user and site privacy.
The system can help grid managers and site
administrators find security problems easily
and quickly.

The developed security system was set up and
tested on the PRAGMA testbed. More
specifically, the security sensor was deployed
over seven PRAGMA testbed sites, with the
database located in NTU in Singapore. Re-
sults of an experiment performed from Au-
gust 21,2006 to March 11, 2007, showed the
system succeeded in detecting 172,150 re-
source requests from 30 users. Statistics based
on the information recorded indicated that
75% of all requests, were successfully
processed and 25 % of all requests failed
(99% of failures were authentication errors,
1% were authorization failures). 

This project was extremely successful in
building ties with NTU and other
PRAGMA sites and providing feedback to
the PRAGMA community. These results
were part of his thesis. 

MURPA: THE PROGRAM
See Accomplishments, p. 12

Left: Universiti Sains Malaysia—courtesy of Cindy Tran.

YEAR
VISITING LECTURERS

(no. researchers)
INTERNSHIPS ABROAD

(no. students)

2005 6 1

2006 13 4

2007 12 7

2008 12 8

Table 3: PRIUS Data



WORKING GROUPS
The working groups below reflect the interests of current PRAGMA members. Each group has a lead or coleads who coordinate the activities of that group
during and between meetings. Each group has projects that bring a focus to their activities, working towards milestones and giving demonstrations at
PRAGMA workshops and other meetings. This structure allows for the inclusion of new applications, as well as new areas of interest. 

 RESOURCES AND DATA-
WORKING GROUP
The Resources and Data Working Group’s
goal is to improve the interoperability of grid
middleware and to make grids easier for sci-
entists to use. During the past year, the group
has expanded the PRAGMA Grid and its
routine-basis experiments, as well as contin-
ued to conduct peer-grid interoperation ex-
periments.

During the last year, the PRAGMA Grid has
grown to 27 sites in 15 countries/regions
with total of 1008 CPUs, more than 1.3 ter-
abytes of memory, and over 24.7 terabytes of
online storage.

Application numbers have grown to more
than 20 this year, with topics ranging from
biology to aerodynamics, from chemistry to
sensor data analysis. Most of the applications
continue to utilize grid middleware, such as
Ninf-G, Nimrod/G, Gfarm, or CSF. These
routine-use experiments also resulted in con-
tinuous enhancements for all application
middleware involved. See Table 1 for some
specific examples. 

We also continued and expanded our grid in-
teroperation effort by running a structural bi-
ology application, Phaser, across PRAGMA
Grid, OSG and SwissGrid. See also Accom-
plishments Bridging Grid Islands.

PRAGMA Grid has become an essential re-
source and support to the PRIME program.
This summer, eight students ran applications
and worked on their projects using the
PRAGMA Grid and getting support and
learning from the experts on the PRAGMA
Grid team. 

Grid infrastructure middleware continues to
develop and improve in the PRAGMA Grid.
For example, three important new functions
have been added to the grid monitoring sys-
tem, SCMSWeb, in the past year: Automated
Alert informs site administrators when a site
system fails; Software Catalog indicates the
available software on monitored resources;
and Bandwidth Measurements provides real-
time bidirectional bandwidth measurements
of the mesh. Many middleware products have
matured and been deployed as services in
PRAGMA Grid. For example, a third Nim-
rod portal, a CSF server and a UNICORE sys-
tem have been deployed and used during the
past year. Furthermore, integration and col-
laboration activities among middleware de-
velopers have increased. For example,
collaborating with Condor, a SCMSWeb-
Condor interface was developed to provide
rich resource information collected by SCM-
SWeb and enables Condor to perform more
intelligent grid-wide scheduling services (see
also Accomplishments on Grid Monitoring Devel-
opment). Similar collaborations are in progress
between SCMSWeb, CSF (Community

Scheduling Forum) and MOGAS (Multi-Or-
ganizational Grid Accounting System).See
Table 2 for some key middleware activities in
PRAGMA.

While expanding our existing computational
grid, the resources group has also been build-
ing a data grid in the PRAGMA Grid with
Gfarm software. For three years, the Gfarm
development team has collaborated with
many PRAGMA Grid sites, testing and im-
proving Gfarm software. The most recent ver-
sion 2.1.1 was released September 2008. It
added support to GSI (Grid Security Infra-
structure), group management, disk usage re-
port and replication on-demand capabilities.
A Gfarm meta-server for the data grid has
been set up with Gfarm v2.1.1 at the San
Diego Supercomputer Center (SDSC). The U.
of Tsukuba, AIST, and SDSC will lead the
Gfarm testing and deployment in the
PRAGMA Grid. In addition, the MOGAS
team at NTU, Singapore will collaborate with
U. Tsukuba and all PRAGMA Grid sites,
working on integrating MOGAS with Gfarm.

To enable interoperation with other grids,
with the help of APGrid PMA and
NAREGI-CA developers, the group has built
the PRAGMA-UCSD CA service for
PRAGMA Grid at SDSC according to the
most current IGTF recommendations and
guidelines. (goc.pragma-grid.net/ca) PRAGMA
-UCSD CA was accredited by APGrid PMA
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in April 2008. It started operation and became
a part of IGTF distribution in July 2008. Since
then, PRAGMA-UCSD CA has issued 10
host/service certificates which enabled many
critical services in PRAGMA Grid, including
Grid Operation Center, VOMS, Condor, por-
tal and other compute services (see Accomplish-
ments on PRAGMA CA - VOMS).

PRAGMA Grid, being a “grass root” and
loosely coupled global grid, does not have a
uniform infrastructure management. One as-
pect of this characteristic is that user access
setup has been done independently at each
site. A user has to communicate and verify
access with each site, one at a time. To auto-
mate the user access setup, but still accom-
modate the diversity of management and
policies among PRAGMA Grid sites, the
group built a VOMS service at SDSC, which
uses VOMS to manage groups based on proj-
ects and maps them to accounts at each site.
Any additions or changes in existing groups
require only trivial work by a VOMS ad-
ministrator. This not only reduces work load
for both site administrators and application
users, but also speeds up and simplifies the
user access setup process in PRAGMA Grid.

The group has always been very active in
knowledge sharing with broader grid com-
munities. Many members in this group have
participated in many conferences, such as
SC08, ACOMP2008, OGF, CCGrid, Grid
Asia, etc. Also, in the past year, PRAGMA
started organizing PRAGMA Institute train-
ing programs, where many members of the
resources working group have given numer-
ous presentations and tutorials. Many collab-
oration teams in the group also published
papers and documented issues, solutions and

lesson-learned on the many major projects in
which they are involved. Finally, members of
the Resources working group were involved
in the Summit on Applications and Grid
Middleware for the PRAGMA, Swiss Grid
and Euro Grid Associations in March 2008
(see Accomplishments, Expanding the Community).

Overall, the Resources Working Group aims
to develop, deploy, and test all layers of grid
software which can simplify and ease the use
of grids for scientists. In the coming year, the
group focus on developing and testing meta-
scheduling software and portal services, build-
ing datagrids and linking sensor networks to
the PRAGMA Grid, as well as running more
diverse applications to utilize and test data-
grid and sensor networks. Future challenges   -
include seeding real science applications and
helping more scientists begin using the grid.

ACKNOWLEDGEMENTS:The Resource and
Data Working Group as well as PRAGMA in
general welcome and wish to acknowledge
the contributions of institutions participating
in PRAGMA and the PRAGMA Grid effort
but have not yet become official members (see
Supporting Institutions).

MORE INFORMATION: See goc.pragma-
grid.net; see Publications for several research
publications.

RESOURCES AND DATA: M. Katz, Co-
chair, SDSC at UCSD; Y. Tanaka, Co-chair,
AIST; Y. Tanimura, T. Ikegami, AIST; D.
Bannon, C. Kendrick, APAC; E. Yen, H. Shih,
ASGCC; N. Gemmel, V. Mencl, BeSTGrid;
K. Chiu, J. Skovronski, M. Head, SUNY-B;
O. Tatebe, CCS; R. Hazas, S. Castañeda and
J. Delgado, CICESE; K. Nan, K. Dong, CNIC;
R. Yeung, S. Tang, C. Chu, CUHK; T. Nam,

T. A. Nguyen, K. D. Tran, HCMUT; T. T.
Nguyen, T. T. Tran, D. T. Le, HUT; T. Hung,
H. M. Chan, B. Yeo, Y. S. Foo, IHPC; T. V.
Lang, H. V. Nguyen, IOIT-HCM; X. H.
Wei, Z. H. Ding, Y. Luo, Y. G. Yuan, S. C.
Xing, JLU; A. Krishnan, Keio U; S. Kim, P.
Lee, B. Kim, J. Moon, K.W. Cho, KISTI;
W.B. Chen, Y. Zhang, H. Yan, LZU; H. Kau-
thary, J. Y. Luke, MIMOS; D. Abramson, C.
Enticott, B. Bethwaite, S. Androulakis, MU;
W. Huang, M. Yu, NCHC; R. Nandkuma, T.
Roney, NCSA; S. Vannarat, S. Prueksaaroon,
NECTEC; H. Y. Lee, J. Lau, N. Chalako-
rnkosol, NGO; F. Lee, J. W. Lee, NTU; S.
Date, S. Takeda, Osaka U; P. Papadopoulos, C.
Zheng, SDSC; P. Uthayopas, S. Sriprayoon-
sakul, S. Phatanapherom, ThaiGrid; A. Gar-
cia, L. Zoppi, UBC; A. Jofre, J. C. Maureira, C.
B Retamal, U. Chile; S. Pandey, U. Melb; J. L.
Gordillo Ruiz, E. Murrieta Leon, P. Martinez,
P. Palacios, UNAM; R. Wankar, B. Sandhya,
A. Agarwal, UoHyd; D. Rodriquez, W.
Rivera, J. Sanabria, UPRM; H. Wahab, F.
Haron, C. H. Yong, B. Yaik, M. Cheng, S.
Ahmad, USM; O. Tatebe, U Tsukuba; K.
Baldridge, N. Williams, M. Packard, UZH. 

COMPUTE GRID ONLY: AIST, ASGC,
BeSTGrid, Binghamton U., CNIC, CUHK,
HCMUT, HUT, IOIT-HCM, IHPC, KISTI,
JLU, LZU, MIMOS, Monash, NCHC,
NECTEC, NGO, Osaka U., SDSC, ThaiGrid,
U. Chile, Nat. U. Mexico (UNAM), U. Chile,
UoH, U. Puerto Rico Mayaguez (UPRM), USM
(Computer Science and Pharmaceutical), and U. of
Zurich. 

  RESOURCES: APAC (host MyProxy, NCSA),
SDSC (host CA, VOMS, Nimrod portal, Bio-
portal, GOC, Condor-g with SCMSWeb inter-
face, CSF, GLEON-INCA). 
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BIOSCIENCES WORKING
GROUP
Bioscience applications are very diverse, with
different computing and data management re-
quirements. The working group aims to con-
duct cutting edge scientific research using
available computational resources from the
PRAGMA Grid and high-performance com-
puting clusters, such as
the TeraGrid. In addi-
tion, we work with
computer scientists to
ensure that emerging
technologies meet the
requirements of biolog-
ical applications
through cross-working
group interactions.
Lastly, by engaging sci-
entific expertise to ad-
dress biological

problems of common interest through inter-
national partnerships, we expedite research
and development activities through seminal
research, training and dissemination activities
in the global community.

One major focal activity of the Biosciences
Working Group has been their work on ad-
dressing the emerging pandemic threat of the

avian influenza virus,
in particular, the
H5N1 subtype. They
have established a vir-
tual organization
called Avian Flu Grid
to facilitate data and
resource sharing, and
algorithmic develop-
ment in the ongoing
fight against infectious
diseases. This activity

has provided specific usage sce-
narios for middleware such as
CSF4, Gfarm, Glyco-M*Grid,
Opal, and their transparent ac-
cess through various types of
user applications and problem
solving environments such as
portals and workflow tools. For
example, CSE-Online is an en-
abling online gateway for virtual
screening on the PRAGMA and
TeraGrid grids; Vision is a desk-
top workflow application that
may access Opal-based web serv-
ices for applications such as
AutoDock4 and NAMD2. 

The Biosciences Working Group
has actively participated in the
training and dissemination activ-
ities offered by projects such as
PRIME, PRIUS, and MURPA.
(See PRIME, PRIUS, MURPA
section for more details.) The stu-
dents from these projects have
contributed to various aspects of
the Avian Flu research, from the
discovery of novel hits for poten-
tial Avian Flu inhibitors, to mid-

dleware components that are reusable by
other researchers. They have fostered close
ties between researchers around the Pacific
Rim working on similar problems, and pro-
moted both cultural and scientific exchanges.

Lastly, together with the Resources working
group, we have begun to refine the require-
ments for the Avian Flu Grid, and identify
new emerging technologies that may prove
beneficial to biosciences research, and fur-
ther reinforce the routine use of distributed
resources. 

PARTICIPATING RESEARCHERS: H.
Wahab, co-chair, USM; W. W. Li, NBCR
at UCSD, co-chair; K. Jeong, Konkuk U.; K.
Baldridge, SDSC at UCSD and UniZH; L.
Cheng and D. Xu, UCSD; T. N. Truong,
CSE-Online, U. Utah

APPLICATION MIDDLEWARE DOMAIN DRIVER INSTITUTION STATUS

Avian Flu/Gfarm, CSF4 Genomics UCSD, USA On-going

CSTFT / Ninf-G Environmental Science UPRM, Puerto Rico On-going

Data Turbine Grid Scalability SDSC, USA Starting

e-AIRS Aerodynamics KISTI, Korea On-going

fRMI / xWFL Grid Workflow/Scheduling UMelb, Australia Starting

Phaser / Nimrod Structural Biology MU, Australia On-going

Sand-Winds Air Fluid Dynamic LZU, China On-going

Drug Design Medical Research LZU, China On-going

Percolation Material Science KISTI, Korea On-going

Protein-folding Organic Chemistry KeioU, Korea Completed

Siesta / Nimrod Molecular simulation UniZH, Switzerland On-going

MIDDLEWARE DEVELOPER INSTITUTION SOFTWARE INTEGRATION

CSF4 Jilin University, China Gfarm, SCMSWeb

Gfarm AIST/University of Tsukuba, Japan Rocks, CSF4, SCMSWeb

MOGAS NTU, Singapore SCMSWeb

Naregi-CA Naregi, Japan GAMA

Nimrod Monash, Australia Unicore

Ninf-G AIST, Japan Rocks, NorduGrid

OptIPuter Calit2, USA Rocks, GLIF

Rocks SDSC, USA Ninf-G, Gfarm, SCMSWeb, OptIPuter

SCMSWeb ThaiGrid, Thailand Rocks, Gfarm, CSF4, MOGAS

Table 2: Key middleware activities in PRAGMA Grid

Table 1: Key application activities in PRAGMA Grid

PRAGMA BY THE NUMBERS
(as of 24 October 2008)

29 clusters
27 Institutions

15 countries and regions
1008 CPUs

> 1.3 terabytes of memory
23.7 terabytes of online storage

24 compute sites in all, 
another 11 in preparation
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COLLABORATORS: R. Amaro, UCSD; M. Alam, U. Hawaii; E. McMa-
hon, U. Wisconsin; J.H. Lin, Academia Sinica, National Taiwan U. 

RESOURCES: K. Nan and Z. Lu, CNIC, CAS; X. Wei, CCST, JLU; Y. Tan-
imura, AIS; O. Tatebe, CCS, U Tsukuba; S.T. Hwang, Kookmin U.; J. Lee, K.
Kee, K. Cho, KISTI; H. Lee, ASGCC; T. N. Truong, CHPC, U.   Utah

TELESCIENCE WORKING GROUP
The Telescience Working Group aims to create and develop new infor-
mation technology that allows scientists to remotely use advanced scien-
tific devices and to demonstrate future science on an advanced
cyberinfrastructure. Examples of such devices include high-accuracy sci-
entific measurement devices, such as ultra-high-voltage electron micro-
scopes and synchrotron facilities, and highly sophisticated visualization
facilities, such as tiled-display walls (TDWs). The working group’s activ-
ities have gained in importance and expanded year by year because of the
ubiquity and maturity of high-speed network technology. 

The R&D activities in the Telescience Working Group fall into three types
of projects. The first, and most traditional activity, is the establishment of
a grid workbench for neuroscience, which will allow experts to use elec-
tron microscopes and control them remotely. The second is Ecology Grid
which originated by NCHC’s efforts and has led to other grass roots efforts
and collaborations such as the Global Lake Ecological Observatory
(GLEON) and the Coral Reef Ecological Observatory Network (CREON).
The third and final component is the use and dissemination of tiled-dis-
play wall technology as a means for sharing information and collaborating.
We summarize key progress for the past year in two of these areas.

Ecological Grid is a project inspired by the Telescience project. It aims to
establish a grid environment where scientists can monitor environmen-
tal factors such as temperature and humidity using environmental sens-
ing devices. The application area of the Ecological Grid is lake metabolism,
agriculture, and coral reef studies. GLEON grew out of these activities,
and could help as a testing ground as PRAGMA extends its testbed to in-
clude sensors. The GLEON activities are highlighted in video (see
gleon.org). A recent highlight is the joint deployment of the data-stream-
ing middleware, DataTurbine, by NCHC and UCSD, to monitor activity
around the Kenting Coral Reef in Taiwan, a node of CREON (see Accom-
plishments Streaming Underwater Video Cameras). This accomplishment
linked together a data stream with the OptIPortal technology involving
tiled-display walls, and was demonstrated at PRAGMA 14 in Taiwan.
Furthermore, the middleware DataTurbine has been deployed at the
Moorea Coral Reef Long-term Ecological Research site (www.datatur-
bine.org). The NARC team continues to deploy Field Servers (for meteor-
ological data collection), and their software MetBroker can now handle
data from databases, predicted models, and real-time data.

Top: Beijing’s Temple of Heaven. Below: Beijing’s National Center for Per-

forming Arits—both images courtesy of Hai-Yan Xu
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A new wave is coming to the Telescience Working
Group in the form of tiled-display walls (TDWs). Sci-
entists and researchers in the group hope that this vi-
sualization technology not only provides an intuitive
understanding of scientific results from both projects,
but also establishes a multi-collaboration environment
for future science. In addition to the discussion on how
tiled-display technology is used for future science on a
cyberinfrastructure, the development and the stan-
dardization of tiled-display technology is expected to
be an area of collaboration. The Telescience Working
Group also has helped incubate education and human
development of internationally collaborative research
groups. Through the PRIME and PRIUS projects, stu-
dents from UCSD and Osaka University joined re-
search teams of the Telescience working group in
different counties for nine weeks. They experienced
on-going research and cultural aspects of different
countries. In particular, this year two PRIME students,
one in Osaka and one in NCHC, developed and im-
plemented algorithms in a prototype for three-dimen-
sional video teleconferencing. See PRIME, PRIUS,
MURPA section and Chu et al. in the Publications and
References section.

Finally there were several cases of members of the group
using high-definition (HD) cameras in their work. First,
Osaka University and the University of Washington
are experimenting with transferring HD images from
the microscope using iVista. Second, the MURPA pro-
gram is using HD video to hold lectures between UCSD
to Monash (see Accomplishments MURPA).

PARTICIPATING RESEARCHERS: F-P Lin, S. Shimojo,
co-chairs; S. Date, T. Akiyama, E. Sakane, K. Nozaki, S.
Kuwabara, A. Nakazawa, H. Takemura, CMC, Osaka
U.; S. Kato, Hyogo U. of Health Sciences; M. Lee, KISTI;
B. Durnota, Complexibotics; M. Ellisman, S. Peltier, A.
Lin, T. Molina, R. Singh, NCMIR at UCSD; J. Schulze,
UCSD; J.H. Woo, Konkuk U.; H. Chou, S-I Lin,
S.Cheng, NCHC; S. Ninomiya, NARC, APAN; T.
Fountain, S. Tilak, UCSD; K. Nan, K Dong, CNIC; D.
Abramson, Monash

COLLABORATORS: J. DeRoest, U Washington

GEO WORKING GROUP
The GEO Working Group is the youngest of the four
current working groups in PRAGMA. The goal of the
GEO Working Group is to develop a grid testbed to
support geosciences and practical applications based on
huge datasets of satellite imagery and GIS data, such as
disaster prevention and environmental monitoring.
During early meetings of this group, it was decided that
development of the testbed should be coordinated with
other international efforts, in particular, with the Global
Earth Observation System of Systems (GEOSS), which
seeks to achieve comprehensive, coordinated, and sus-
tained observations of the Earth system, in order to im-
prove monitoring of the state of the Earth, increase
understanding of Earth processes, and enhance predic-
tion of behavior.

The GEO Working Group is building on the
strengths of its participants. In particular, AIST
has a very strong effort on GEO Grid, which is
developing an infrastructure to integrate remote
sensing and GIS data from various sources. The
preliminary design of GEO Grid involves inte-
grating all the relevant data virtually as a set of
services. The software architecture and its pre-
liminary implementations are based on Grid
computing, web service technologies and GIS
standards defined by the Open Geospatial Con-
sortium (OGC). The National Applied Research
Laboratory (NARL) in Taiwan is a nonprofit or-
ganization with nine research institutions.
NARL GEO (Global Earth Observatory)-Grid
project is to deploy a high-resolution 3-D GIS
platform for Taiwan. Disaster event GIS data, as
well as typhoon forecasting, rainfall, and flood-
ing data can all be displayed over the platform.
NARL includes NCHC, which is integrating
NARL’s GEO-related projects including operat-
ing an earth-observing satellite Formosat-2 im-
agery, GIS information, 3-D visualization,
GLEON, and typhoon monitoring and predic-
tion. Finally, the iGEON project, which involves
UCSD, UoH and CNIC, is developing tools to
integrate heterogeneous databases associated
with geosciences. The GEO Working Group
will promote collaboration between these proj-
ects, bring more participants to this activity, and
will begin technological integration of various
components, with a particular focus on integra-
tion of data from various systems.
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At the recent PRAGMA 15 Workshop (October 2008), one aspect
of integration between iGEON and GEO Grid was demonstrated.
At the meeting, we demonstrated inter-metadata catalog searches
using standard protocols. We used Open Geospatial Consortium’s
(OGC) Catalog Services for Web (CS-W) standard to make distrib-
uted searches. This web services’ capability and user interface al-
lows users to make uniform queries for geoscience resources
registered at PRAGMA partner sites, in this case: GEONgrid Por-
tal and GEO Grid Portal.

In January 2008 AIST hosted the 2nd GEO-Grid Workshop. This
was attended by many members of the PRAGMA community, in-
cluding NARL and NCHC, as well as NECTEC.

During 2008, NARL and six of its institutes have developed a prototype “3-D
GIS Taiwan” virtual-reality (VR) platform based on OpenGL, with features of
volume rendering, discrete level-of detail, and high-resolution 4K VR projec-
tion system. The main purpose of this project is to deploy a high-resolution 3-D
GIS Taiwan platform which can be expanded and added on for any appropriate
applications. This is a key project of the GEO-Grid activity and will leverage
content from several of the NARL institutes. Aspects of this activity were shown
at PRAGMA 14 in March 2008. In addition, in November 2008, a demo will
take place at SC08 in Austin, TX. NARL has been involved in other interna-
tional and national meetings, such as Taiwan International Digital Earth (March
2008) and GRID Computing Conference 2008, held in Kuala Lumpur in May
2008. Finally, cooperation between AIST and NSPO (NARL Institute) on satel-
lite database federations on GEO Grid using ASTER and FORMOSAT-2 is con-
tinuing.

During 2007, the iGEON activity in India began to grow and create partners be-
tween different universities (see Accomplishments 2007). The deployed GEON
portal middleware framework at these distributed sites provides capabilities to
(i) develop and deploy services, tools and serve datasets for the users at their sites
and for the broader iGEON-India community, (ii) help the partner sites inte-
grate local department or campus resources, and (iii) provide a platform for other
research organizations and universities to come together and collaborate. 

Several applications have been developed on GEON, such as, processing of
Topomaps and integration with ArcGIS/ArcIMS (Processing of Maps). Further-
more, some users have started registering data sets, including GIS data, geo-
chemistry data, etc.

PARTICIPATING RESEARCHERS: Co-chairs: R. Nakamura, AIST; G-S. Chang,
NARL; A. Memon, UCSD; S. Vannarat, NECTEC. W-F Tsai, NCHC; P.
Srichaikul, NECTEC; A. Agarwal, U. Hyderabad; K. Nan, CNIC; K. Won Cho,
KISTI; Y. Tanaka, S. Sekiguchi, AIST

COLLABORATORS: C-C. Liu, National Cheng Kung U.; P. Bajcsy, NCSA

Left: Penang Butterfly Farm—courtesy of Cindy Tran. Right: Hara-

juku’s Takeshita Street—courtesy of Rachel Chu. Below: Zurich’s

Fraumünster Church clock—courtesy of Rob Reed.
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FUTURE MEETINGS AND
INSTITUTES
PRAGMA 16
23-25 March 2009, Daejon, Korea; Hosted by
KISTI
Chair: Kum Won Cho, co-chair Vu Duc Thi

PRAGMA 17
October 2009, Hanoi, Vietnam; Hosted by
IOIT-VN
Chair: Vu Duc Thi

4TH PRAGMA INSTITUTE
1-5 December 2008, Taichung, Taiwan;
Hosted by NCHC

PAST MEETINGS AND 
INSTITUTES
3RD PRAGMA INSTITUTE
21- 22 October 2008, Penang Malaysia;
Hosted by USM

2ND PRAGMA INSTITUTE
3-7 December 2007, Hsinchu Taiwan; Hosted
by NCHC

1ST PRAGMA INSTITUTE
26-27 September 2007, Urbana-Champaign,
Illinois, U.S.; Hosted by NCSA, UIUC

PRAGMA 15
22-24 October 2008, Penang, Malaysia;
Hosted by USM

PRAGMA 14
10-12 March 2008, Taichung, Taiwan; Hosted
by NCHC

PRAGMA 13
23-25 September 2007, Urbana-Champaign,
Illinois, U.S.; Hosted by NCSA, UIUC

PRAGMA 12
20-22 March 2007, Bangkok, Thailand;
Hosted by NECTEC and ThaiGrid (TNGC) ,
SIPA 

PRAGMA 11
15-18 October 2006, Osaka, Japan; Hosted by
Osaka U.; Held in conjunction with PRIUS activi-
ties

PRAGMA 10
26-28 March 2006, Townsville, Australia;
Hosted by the Queensland Parallel Supercomput-
ing Foundation, APAC, James Cook U., and the
Australia Institute for Marine Science

PRAGMA 9

20-23 October 2005, Hyderabad, India;
Hosted by the UoH

PRAGMA 8
2-4 May 2005, Singapore; Hosted by BII-Sin-
gapore and NGO

PRAGMA 7
15-17 September 2004, San Diego, U.S.;
Hosted by UCSD, SDSC, Calit2 and TransPAC

PRAGMA 6
16-18 May 2004, Beijing, China; Hosted by
CNIC, CAS

PRAGMA 5
22-23 October 2003, Hsinchu/Fushan, Tai-
wan; Hosted by NCHC

PRAGMA 4
4-5 June 2003, Melbourne, Australia; Hosted
by Monash and APAC

PRAGMA 3
23-24 January 2003, Fukuoka, Japan; Hosted
by AIST and Osaka U.

PRAGMA 2
10-11 July 2002, Seoul, Korea; Hosted by
KISTI

PRAGMA 1
11-12 March 2002, San Diego, U.S.; Hosted
by SDSC and the UCSD division of Calit2

WORKSHOPS AND INSTITUTES

Japanese woman picking rice—courtesy of Phillip Pham
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STUDENT AND POSTDOCTORAL
OPPORTUNITIES
The PRAGMA framework, with its rich set of projects and network of researchers throughout the Pacific Rim, provides an ideal environment
for students (see PRIME, PRIUS, MURPA) and postdoctoral researchers to engage actively in the development and deployment of cyberinfra-
structure and its applications. This unique international collaboration allows researchers to visit more than one laboratory as part of their ex-
perience. PRAGMA strongly encourages students and postdoctoral researchers to seek funding to participate in the variety of cyberinfrastructure
activities being conducted by PRAGMA. Visit the PRAGMA website (www.pragma-grid.net) for a listing of key contacts at the various
PRAGMA sites and to learn more about funding opportunities for students.

BROADER COMMUNITY
INTERACTIONS
PRAGMA members have been involved in helping organize workshops and symposia in grid technologies and application of the grids. This ve-
hicle strengthens dialogue between PRAGMA members and the broader community. In the last year, PRAGMA members have helped organ-
ize workshops or special sessions and have participated at IEEE 4th Conference on e-Science (December 2008). Furthermore, PRAGMA members
have participated in Supercomputing 2003-2008, demonstrating PRAGMA members’ collective accomplishments. For future meetings involving
PRAGMA members and the community see www.pragma-grid.net/events-calendar for more information.

Background: Kapitan Kling Mosque—

courtesy of Varahenage Perera  
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PRAGMA SUPPORTING
INSTITUTIONS AND SPONSORS
In addition to our members, many institutions
participate, or have participated, actively in
PRAGMA. We welcome and value their
contributions in extending the PRAGMA
Grid to new sites.

• State University of New York, Bingham-
ton (SUNYB, www.binghamton.edu, New
York), contributed resources to PRAGMA
Grid, attended the PRAGMA 10 work-
shop and is developing a grid-enabled sen-
sor network application to run in the
PRAGMA Grid.

• Chinese University of Hong Kong
(UCHK, www.cuhk.edu.hk/v6/en, Hong
Kong), has contributed resources to the
PRAGMA Grid and attended PRAGMA
10, 12, 13 and 14 workshops.

• LanZhou University (LZU, www.lzu.edu.cn,
LanZhou), has contributed resources to
PRAGMA Grid and attended PRAGMA
12 and 13 workshops.

• Nanyang Technological University (NTU,
www.ntu.edu.sg, Singapore), develops and
maintains MOGAS—a grid accounting
software system in PRAGMA Grid and has
attended PRAGMA workshops since 2006.

• National Applied Research Laboratory
(NARL, www.narl.org.tw/en) established in
2003 to consolidate nine national labora-
tories into a single nonprofit organization
to construct, operate and maintain the
large-scale R&D facility or platform in
support of the academic research and foster

the necessary manpower in various ad-
vanced fields focused by the nation.
NCHC is one of the laboratories in NARL.
NARL provides leadership in the GEO
working group, and can bring to bear sev-
eral other laboratories at NARL for
PRAGMA collaborations.

• Universidad de Chile (UChile,
www.uchile.cl,  Santiago), has contributed
resources to the PRAGMA Grid, attended
the PRAGMA 7 workshop and become
the lead of Chile’s national grid initiative
(CLGrid). In January 2006, the Center for
Mathematical Modeling (CMM,
www.cmm.uchile.cl) of UChile invited
Chilean universities to participate in the
local grid initiative. The goal was to de-
velop grid scientific applications of na-
tional interest, with PRAGMA as the
main reference to follow. Eight universi-
ties are participating and have carried out
four workshops, an Intel software college,
and programming PRAGMA Grids.
CMM contributes to the development of
a multi-user data farm (based onGfarm) in
conjunction with UPRM and CPTEC.

Now, CMM is getting funding to push
CLGrid to the next level of grid deploy-
ment, test-beds and international collabo-
ration.

• Universidad Nacional Autónoma de Méx-
ico (UNAM, www.unam.mx, Mexico City),
has contributed resources to the
PRAGMA Grid, attended the PRAGMA
7 workshop, and was an original lead of
Mexican grid efforts via CUDI.

• University of Puerto Rico at Mayaguez
(UPRM, www.uprm.edu, Mayaguez), has
contributed resources to PRAGMA Grid,
attended the PRAGMA 13 workshop and
runs a sensor data analysis application in
PRAGMA Grid.

• Organic Chemistry Institute Grid Compe-
tence Center (GC3), UniZH (www.oci.
unizh.ch, Zurich), has contributed re-
sources to the PRAGMA Grid and been
involved in PRAGMA meetings from
early on. GC3 researchers focus on com-
putational chemistry activities, including
projects with Nimrod, GAMESS, APBS,
Unicore and Kepler. They have mentored
PRIME students. Furthermore, OCI co-
organized and hosted the Summit on Ap-
plications and Grid Middleware for the
PRAGMA, Swiss Grid and Euro Grid As-
sociations. 
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OTHER PROJECTS AND
ORGANIZATIONS
The California Institute for Telecommunica-
tions and Information Technology (Calit2;
www.calit2.net) has provided space for
PRAGMA activities and visitors at Atkinson
Hall, the home of its UCSD division. Calit2 is
promoting the use of OptIPortal Technology
and invites participation in the CAMERA
project (camera.calit2.net). Furthermore, Calit2
has provided support for students of PRIME.

The National Biomedical Computation Re-
source (NBCR; nbcr.net) is a National Institutes
of Health National Center for Research Re-
sources project and involves researchers at
UCSD, The Scripps Research Institute, and
Washington Univ. NBCR’s goals are to con-
duct, catalyze and enable multiscale biomed-
ical research through development,
deployment and use of advanced cyberinfra-
structure. NBCR has developed software (OP,
an application wrapper) extended by PRIUS
students (Opal OP) and its researchers are cen-
tral to the Avian Flu Grid project. Further, an
NBCR researcher codeveloped GAMA, a
complete GSI credential management soft-
ware, being used by the Resources and Data,
as well as the GEO, Working Groups.

National Center for Imaging and Microscopy
Research (NCMIR, ncmir.ucsd.edu) is an NIH
National Center for Research Resource at
UCSD. NCMIR’s interdisciplinary staff de-
velops state-of-the-art 3-D imaging and
analysis technologies to help biomedical re-
searchers understand biological structure and
function relationships in cells and tissues in
the dimensional range between 5 nm3 and 50
μm3. NCMIR has helped pioneer remote
control of instruments via information tech-
nology and has played a fundamental role in
many Telescience Working Group activities.

The Global Lake Ecological Observatory
Network (GLEON, www.gleon.org) is a grass-
roots network of limnologists, information
technology experts and engineers who have a
common goal of building a scalable, persist-
ent network of lake ecology observatories.
GLEON is built on earlier projects in the
Telescience Working Group and PRAGMA
catalyzing a relationship between the
EcoGrid project of NCHC’s and the North
Temperate Lakes Long Term Ecological Re-
search project at the Univ. of Wisconsin
(www.lternet.edu/sites/ntl). It has been sup-
ported by the NSF, Gordon and Betty Moore
Foundation, National Science Council Tai-
wan, and member institutions. An additional
key partner in launching GLEON is at the
Center for Biodiversity and Ecology Re-
search, Univ. of Waikato, New Zealand
(cber.bio.waikato.ac.nz).

The Coral Reef Ecological Observatory Net-
work (CREON; www.coralreefeon.org) is a col-
laborating association of scientists and
engineers from around the world striving to
design and build marine sensor networks.
Similar to GLEON, it also grew out of Tele-
science Working Group activity. Its growth
has been supported by the Gordon and Betty
Moore Foundation, NSF, National Science
Council Taiwan, and member institutions.
There are strong collaborations between
NCHC, Academia Sinica, the Moorea Coral
Reef Long Term Ecological Research site
(mcr.lternet.edu), and the Australian Institute
for Marine Science and James Cook Univ.,
Australia.

The Open Source DataTurbine Initiative
(OSDT, www.dataturbine.org) is an NSF-spon-
sored project to develop and deliver stream-
ing data middleware to the science and
engineering communities. The OSDT Initia-

tive includes national and international col-
laborators from universities, private compa-
nies, and government agencies. The OSDT
Initiative publishes the DataTurbine software
and participates in numerous sensor network
and environmental observing system projects.
The OSDT central office is located at UCSD.

The Open Science Grid (OSG; www.open-
sciencegrid.org) is a collaboration of science re-
searchers, software developers and
computing, storage and network providers.
OSG members come from universities, na-
tional laboratories and computing centers
across the U.S. OSG's mission is to help sat-
isfy the ever-growing computing and data
management requirements of scientific re-
searchers, especially collaborative science re-
quiring high-throughput computing.

The Global Cyberbridges Project (GCB;
www.cyberbridges.net), located at Florida Inter-
national Univ., is a U.S. implementation of
multinational efforts to improve technology
training for a new generation of scientists, and
increase the rate of discovery for all domains.
The project has committed participation
from CNIC of CAS, City Univ. of Hong
Kong, and Univ. of Sao Paulo's School of the
Future in Brazil.

Other projects and organizations have collaborated with PRAGMA activities.

Above: Sunset at Batu Ferringhi Beach—

courtesy of Vicky Yang
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SPONSORS

CMC/Osaka Univ. is supported by JGN2 of
the National Institute of Information and
Communications Technology (NICT), Japan.
Support for “Fostering of Globally-leading
Researchers in Integrated Sciences” (PRIUS)
is provided under the MEXT framework of
“University Education Internationalization
Promotion Program,” and is promoted by the
Grad School of Information Science and
Technology at Osaka Univ.

CCST receives major funding support from
the Chinese Natural Science Foundation, in
particular China NSF, No.60703024 for
CSF4 development.

CNIC receives funding from the Ministry of
Science and Technology of China through
the China National Grid (CNGrid). Scientific
Data Grid’s (SDG) major funding is supported
by the Chinese Academy of Sciences.  

AIST’s sponsors include the Special Coordi-
nation Funds for Promoting Science and
Technology (MEXT, Japan) and the “Design
and implementation of security infrastructure
for U.S.-Japan science Grid,” Strategic Inter-
national Cooperative Program (JST, Japan).

HCMUT receives its major funding through
the Science and Technology unit of Vietnam
National University and the Department of
Science and Technology, Ho Chi Minh City,
Vietnam for its key projects on Grid middle-
ware and Grid programming tools.

IHPC receives its funding mainly from Sin-
gapore’s Agency for Science and Technology
Research (A*STAR).

KU’s PRAGMA participation has been
partly funded by in SRU Grant, Kasetsart
Univ. Research and Development Institute
(KURDI), and the National Research Coun-
cil of Thailand funding.

KBSI receives major funding from the Min-
istry of Science and Technology (MOST), the
Ministry of Information and Communication
(MIC), and the Ministry of Planning and
Budget (MPB) in Korea.

KISTI receives major funding from MOST
through the K e-Science and Ministry of In-
formation and Communication (MIC)
through Korean Grid Infrastructure Imple-
mentation and Middleware Development
Project (K*Grid).

NARC receives major funding from the Min-
istry of Agriculture, Forestry and Fishery,
Japan and Japan Science and Technology
Agency.

NCHC receives major funding support from
the National Science Council, Taiwan,
through the Knowledge Innovation National
Grid (KING) project.

NCSA is a high-end computing center
funded by the NSF, the state of Illinois, the
Univ. of Illinois, industrial partners and other
U.S. federal agencies.

NECTEC receives its funding through the
National Science and Technology Develop-
ment Agency (NSTDA).

NGO receives funding from the Infocomm
Development Authority of Singapore (IDA)
and the Agency for Science, Technology And
Research (A*STAR).

TransLight/StarLight receives major funding
from the NSF (OCI-0441094).

TNGC receives support under the Software
Industry Promotion Agency (SIPA), Ministry
of Information and Communication Tech-
nology.

TransPAC2 receives major funding from the
NSF and Japan’s National Institute of Infor-
mation and Communications Technology.

USM’s grid activities in Malaysia are funded
mainly through E-science and Marine Ge-
nomics and Natural Product Discovery Na-
tional Top Down Projects, and USM Central
Funding.

NSF Major Research Infrastructure (MRI)
award CNS-0420477 to Univ. of Illinois at
Chicago (UIC) Electronic Visualization Labo-
ratory (EVL) (Jason Leigh, PI), supports the de-
velopment of the 100-Megapixel Lambda
Vision tiled-display wall. UIC/EVL SAGE
software development is funded by the OptI-
Puter, NSF Information Technology Research
(ITR) award OCI-0225642 to UCSD/Calit2
(Larry Smarr, PI). 

Other UCSD projects enhancing—and bene-
fiting from—PRAGMA activities include:
PRIME is funded by NSF OISE 0407508 with
additional support from the Office of Cyber-
infrastructure, and OISE 0710726 additional
support from the Division of Information and
Intelligent Systems (IIS) and the Div of Chem-
ical, Bioengineering, Environmental, and
Transport Systems (CBET) and Calit2; PI: G
Wienhausen, coPI: P. Arzberger. Work to
build GLEON is supported in part by an award
from the Gordon and Betty Moore Founda-
tion, which also funded a PRIME student in
2008; Collaborative Research: Automating
Scaling and Data Processing in a Network of
Sensors: Towards a Global Network for Lake
Metabolism Research and Education DBI-
0446802; National Biomedical Computation
Resource (NIH, NCRR P 41 RR08605),
which funded a PRIME student in 2008. Fi-
nally, the work on the Avian Flu Grid is sup-
ported by Telemedicine and Advanced
Technology Research Center (TATRC; award
W81XWH-07-2-0014). This support also
supported PRIME students in 2007 and 2008.

PRAGMA is supported by its 35 member institutions and the National Science Foundation (NSF
Grant No. INT-0314015, PI: Arzberger, coPI: Papadopoulos, and OCI-0627026 PI Arzberger,
coPI: Papadopoulos and Katz) and involves support from NSF’s Office of Shared Cyberinfrastructure,
Office of International Science and Engineering, Division of Information and Intelligent Systems, and
Division of Biological Infrastructure. Below are other funding acknowledgements.
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